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ABSTRACT: The electrostatically embedded many-body (EE-MB) method has proven accurate for calculating cohesive and
conformational energies in clusters, and it has recently been extended to obtain bond dissociation energies for metal�ligand bonds
in positively charged inorganic coordination complexes. In the present paper, we present four key guidelines that maximize the
accuracy and efficiency of EE-MB calculations for metal centers. Then, following these guidelines, we show that the EE-MBmethod
can also perform well for bond dissociation energies in a variety of neutral and negatively charged inorganic coordination systems
representing metalloenzyme active sites, including a model of the catalytic site of the zinc-bearing anthrax toxin lethal factor, a
popular target for drug development. In particular, we find that the electrostatically embedded three-body (EE-3B)method is able to
reproduce conventionally calculated bond-breaking energies in a series of pentacoordinate and hexacoordinate zinc-containing
systems with an average absolute error (averaged over 25 cases) of only 0.98 kcal/mol.

Zinc is an essential transition metal required for the catalytic
and structural activity of many enzymes,1 and it participates

in a number of key biological processes in living systems, includ-
ing immune function,2,3 protein synthesis,2,5 wound healing,4,7

DNA synthesis,2,6 and cell division.2,6 Zinc metalloenzymes carry
out essential functions in a wide variety of biochemical pathways
and have attracted much attention as drug design targets;
examples include the anthrax toxin lethal factor,8 insulin, phos-
photriesterase, the matrix metalloproteinases, cytidine deami-
nase, histone deacetylases, zinc-finger proteins, and human
carbonic anhydrase. In these enzymes, zinc may play structural
and/or catalytic roles, with catalysis taking place in the first
coordination shell.9 In silico techniques have generally proven
valuable for rational drug design and enzymemodeling; however,
reliable representation of zinc and other transition metal centers
in macromolecules is nontrivial due to the complexity of the
coordination environment and charge distribution at the catalytic
center. Accurate zinc modeling requires quantum mechanical
electronic structure calculations that pose challenges due to
system size and the complexity of the calculations. Enabling
accurate simulations on large and computationally demanding
systems such as biozinc metallic coordination sites is a central
focus of quantum chemistry research, and attempts have been
made9�11 to assess the accuracy of various QM-based strategies
for Znmodel systems representing biocenters and other complex
environments such as nanoparticles and clusters. Fragmentation
is a useful strategy for addressing these roadblocks, and various
schemes have been explored in order to reduce calculation
complexity.12�24 The electrostatically embedded many-body
expansion (EE-MB) method has emerged as a particularly
promising approach.10,17,25�29 As described in our previous
work,10,17,25�30 EE-MB addresses the challenge of system size
by partitioning larger complexes into a series of fragments,
embedding fragment energies in a field of point charges and
running calculations in parallel.

In the EE-MB method,10,17,25�30 the fragments into which a
system is partitioned are called monomers. In the present study,
we examine two variants of this method: the electrostatically
embedded pairwise additive (EE-PA) approximation and the
electrostatically embedded three-body (EE-3B) approximation.
In the former, the energy of systems composed of monomers m,
n, p, ... is approximated as

EPA ¼ Eð1Þ þ ΔEð2Þ ð1Þ
where

Eð1Þ ¼ ∑
m

Em ð2Þ

ΔEð2Þ ¼ ∑
m
∑
n > m

ΔEð2Þmn ð3Þ

ΔEð2Þmn ¼ Emn � Em � En ð4Þ
whereas the EE-3B energy is defined as

E3B ¼ EPA þ ΔEð3Þ ð5Þ
where

ΔEð3Þ ¼ ∑
m
∑
n > m

∑
p > n

Δmnp ð6Þ

ΔEmnp ¼ Emnp � EPAmnp ð7Þ
where Em, Emn, and Emnp are the energies of a monomer, dimer,
and trimer, respectively, embedded in a field of point charges
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representing the other monomers, and the individual energies are
obtained using any type of electronic structure theory.

We have already shown that the EE-MB method can be used
to calculate usefully accurate bond dissociation energies at low
computational cost for positively charged Zn2+ systems; in
particular the EE-3B method predicts bond energies obtained
by conventional full-system calculations done at the same level
of theory to within 1.0 kcal/mol for those cationic Zn2+ com-
plexes.30 In the present work, we recommend a set of specific
fragmentation strategies to enhance the accuracy of EE-MB for
coordination chemistry, and we assess the suitability of the EE-3B
method for the more challenging neutral and negatively charged
penta- and hexacoordinate Zn systems of biological importance.
We also present EE-PA results for comparison.

Charges are calculated for each fragment at the geometry of
that monomer in the overall system. For example, if we are calcu-
lating the energy of ZnABCDEF, where A, B, C, D, E, and F are
ligands, and if one of the fragments is ZnBC, we calculate
the partial atomic charges of ZnBC by removing A, D, E, and F
from the system. Here, we calculate charges using Merz�
Kollman (MK) electrostatic fitting,37 as in previous work on
Zn compounds.30

All calculations were done with the M05-2X density func-
tional31 and the B2 basis set,9 which is a polarized valence-triple-ζ
basis set optimized and validated for use with Zn-containing
complexes including biozinc coordination systems. Our earlier
published work on a variety of Zn�ligand systems of importance
in biology, nanotechnology, and drug design9,34 showed that
incorporating relativistic effects on core electrons significantly
increased the accuracy of geometric and energetic calculations
for Zn coordination complexes; in the current study, we there-
fore replaced the 10 innermost electrons of Zn with the (MEFIT,
R) relativistic effective core potential.32,33 The M05-2X/B2
density functional/basis set combination was chosen because
of previous evaluations9,34 that yielded very accurate results for
zinc complexes. We note explicitly, however, that the main ob-
jective of using DFT in this study is to assess whether the EE-MB
approximation can reproduce full (unfragmented) calculations. If
so, one could, for example, use the EE-MB approximation with

coupled cluster calculations on the fragments to approximate full
coupled cluster calculations that are currently unaffordable.

All unfragmented calculationswere performedusingGaussian 09.35

All EE-MB calculationswere carried out usingMBPAC2011�2,36 an
in-house software package that allows the user to define a parti-
cular fragmentation scheme and then accesses a locally mod-
ified version of Gaussian 09 to perform the necessary monomer,
dimer, and trimer calculations.

In the current work, we consider four pentacoordinate and
two hexacoordinate Zn systems. The pentacoordinate complexes
are model compounds based on experimental X-ray structures of
two Zn metalloenzyme active sites relevant to biology and to the
drug design process: the anthrax toxin lethal factor (LF; PDB ID:
1PWU)38 and thematrix metalloproteinase-3 (MMP-3) catalytic
site (PDB ID: 1SLN).39 In LF, the catalytic Zn is coordinated by
two histidines and one glutamic acid, and in 1PWU, the zinc is
also ligated by two oxygens in the hydroxamate zinc-binding
group (ZBG) of the cocrystallized inhibitor, forming the com-
plete pentacoordinate system. In MMP-3, the catalytic zinc is
similarly coordinated by three histidine residues, and in 1SLN,
the two remaining coordination sites are occupied by the
carboxylate ZBG of the cocrystallized inhibitor. We specifically
chose pentacoordinate systems that include ligands from poten-
tial drug scaffold ZBGs, in order to test the ability of EE-MB to
reproduce bond dissociation energies that would parallel the
interactions of small molecules with drug-target catalytic centers.

Figure 2. Structures of extended Zn biocenter complexes: (3) the
anthrax toxin lethal factor active site (LF; 1PWU.pdb),26 [Zn(Imd)2-
(OH)3]

�, and (4) matrix metalloproteinase-3 (MMP-3, stromelysin-1;
1SLN.pdb),27 [Zn(Imd)3(OH)2]. In both cases, histidine residues are
represented by imidazoles (Imd), and Glu residues and zinc-binding
group (ZBG) oxygens in the cocrystallized inhibitors are represented by
hydroxyls (OH�).

Figure 1. Structures of truncated model Zn biocenter complexes:
(1) the anthrax toxin lethal factor active site (LF; 1PWU.pdb),26

[Zn(NH3)2(OH)3]
�, and (2) matrix metalloproteinase-3 (MMP-3,

stromelysin-1; 1SLN.pdb),27 [Zn(NH3)3(OH)2]. In both cases, histi-
dine residues are represented by ammonias (NH3), andGlu residues and
zinc-binding group (ZBG) oxygens in the cocrystallized inhibitors are
represented by hydroxyls (OH�).

Figure 3. Structures of two octahedral, hexacoordinate Zn complexes
([Zn(NH3)3(OH)3]

�): (5) fac isomer and (6) mer isomer.
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We created two simple and two extended models of each
biocenter, where the simple models 1 and 2 (Figure 1) represent
His residues by ammonias and Glu side chains and ZBG oxygens
by hydroxyls, yielding [Zn(NH3)2(OH)3]

� as a model for the
anthrax toxin lethal factor and [Zn(NH3)3(OH)2] as a model for
MMP-3. In the extended models 3 and 4 (Figure 2), the ammo-
nias are replaced by full imidazole moieties while the hydroxyls
are retained. The hexacoordinate complexes examined here are
the fac and mer isomers of [Zn(NH3)3(OH)3]

� (systems 5 and
6, respectively, Figure 3). In total, these systems comprise four
negatively charged and two neutral complexes. For systems 1�4,
all Zn�ligand distances were fixed at their experimental X-ray
values. The hydrogen atoms on all NH3 and OH ligands, and all
Zn�ligand distances in systems 5 and 6, were placed at standard
distances and default orientations by the GaussView40 program.
The default N�H bond length in NH3 is 1.00 Å. The default
O�H distance is 0.96 Å. For systems 5 and 6, the default
Zn�NH3 bond length is 1.95 Å, and the default Zn�OH
distance is 1.91 Å. Default bond angles for ligand geometries in
GaussView are obtained through AM1 optimizations. All struc-
tures are provided in the Supporting Information.

The quantity we calculate is a relative bond dissociation
energy, which is defined as the energy to remove one of the
ligands from the coordination system. As discussed in previous
work,30 this quantity is the sum of the energies of the two
products (separated frozen fragments) minus the energy of the
reactant, without including vibrational energy (thus, it is De, not
D0). When calculating the energies of a given dissociation
product, the embedding charges of the other product are not
included because the other product is considered to be infinitely
separated.

After performing extensive calculations with various fragmen-
tation schemes on systems 1 and 2, we established four key
fragmentation guidelines that, when applied, yielded the best
results for all six systems in the current work. Next, we present
these four guidelines.

First, our calculations on neutral and negatively charged Zn
systems demonstrate, consistently with our previous findings,30

that one must choose a fragmentation scheme where one of the
monomers is Zn2+ coordinated to at least two ligands. We
rationalize this rule in terms of partial atomic charges. In
particular, the charge on unligated or monoligated Zn and even
on biligated Zn is much larger than the charge on polyligated Zn;
thus fragments consisting of unligated, monoligated, or—to a
lesser extent—biligated Zn would not be representative of a
portion of a larger system. But if each fragment already has two
ligands on Zn, then even in dimers there are three ligands on Zn.

Second, as a corollary to rule 1, we do not dissociate bonds
within fragments, as that would result in a product with Zn
connected to a single ligand.

Third, at most, one fragment can be charged. We rationalize
rule 3 as eliminating the longest-range electrostatic effects.

Finally, our fourth guideline allows no trans coordination; i.e.,
Zn2+ cannot be coordinated within a fragment with two ligands
that are trans to each other. This rule can be understood as
requiring links to be compact, although its origin is purely
empirical at present.

We use the labeling scheme defined by Figures 1�3, in which
A, B, and C (when present) are negatively charged hydroxyl
ligands and D, E, and F (when present) are neutral ligands. A
consequence of rule 3 for the present study is that Zn2+ coupled

with two hydroxyl groups must be part of the fragmentation
scheme in all six complexes.

Rules 3 and 4, taken together, forbid applying EE-MB to the
dissociation of monomer B in 1 ormonomer B in 6 because rule 3
would then require Zn to be coordinated within a fragment to
ligands A and C in 1 and to ligands A and C in 6, which in both
cases would violate rule 4. After eliminating these processes that
cannot be treated by the guidelines, we consider all of the
remaining processes, which may be classified as follows:

ZnABCDE� f ZnBCDE þ A ðR1Þ

ZnABCDE� f ZnABDE þ C ðR2Þ

ZnABCDE� f ZnABCE� þ D ðR3Þ

ZnABCDE� f ZnABCD� þ E ðR4Þ

ZnABDEF f ZnABEF þ D ðR5Þ

ZnABDEF f ZnABDF þ E ðR6Þ

ZnABDEF f ZnABDE þ F ðR7Þ

ZnABCDEF� f ZnBCDEF þ A ðR8Þ

ZnABCDEF� f ZnACDEF þ B ðR9Þ

ZnABCDEF� f ZnABDEF þ C ðR10Þ

ZnABCDEF� f ZnABCEF� þ D ðR11Þ

ZnABCDEF� f ZnABCDF� þ E ðR12Þ

ZnABCDEF� f ZnABCDE� þ F ðR13Þ
Keeping the four guidelines in mind, we considered dissociation
processes R1�R4 for systems 1 and 3, processes R5�R7 for

Table 1. Systems Considered in This Work and the Largest
Fragment in Eacha

full system largest fragment

[Zn(NH3)2(OH)3]
� Zn(OH)2 (ZnBC)

[Zn(NH3)2(OH)3]
� Zn(OH)2 (ZnAB)

[Zn(NH3)2(OH)3]
� Zn(OH)2 (ZnBC, ZnAB)

[Zn(NH3)3(OH)2] Zn(OH)2 (ZnAB)

[Zn(Imd)2(OH)3]
� Zn(OH)2 (ZnBC)

[Zn(Imd)2(OH)3]
� Zn(OH)2 (ZnAB)

[Zn(Imd)2(OH)3]
� Zn(OH)2 (ZnBC, ZnAB)

[Zn(Imd)3(OH)2] Zn(OH)2 (ZnAB)

fac isomer of [Zn(NH3)3(OH)3]
� Zn(OH)2 (ZnBC)

fac isomer of [Zn(NH3)3(OH)3]
� Zn(OH)2 (ZnAC)

fac isomer of [Zn(NH3)3(OH)3]
� Zn(OH)2 (ZnAB)

fac isomer of [Zn(NH3)3(OH)3]
� Zn(OH)2 (ZnAB, ZnBC, ZnAC)

mer isomer of [Zn(NH3)3(OH)3]� Zn(OH)2 (ZnBC)

mer isomer of [Zn(NH3)3(OH)3]
� Zn(OH)2 (ZnAB)

mer isomer of [Zn(NH3)3(OH)3]
� Zn(OH)2 (ZnAB, ZnBC)

aWhen there is more than one row for a given system, it is because the
largest fragment is not the same in all calculations on that system.
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systems 2 and 4, and processes R8�R13 for systems 5 and 6,
except for system 6, where process R9 was not considered
because it would result in a monomer with ligands A and C
positioned trans to each other. All systems considered in this
work, together with the largest fragment in each, are listed in
Table 1.

Benchmark values for bond dissociation energies were ob-
tained by full single-point calculations, i.e., without using
the many-body approximation (see Table 2). Note that both
the benchmark and the many-body calculations employ the
same M05-2X/B2/MEFIT,R method. We measure “errors” as
the deviation of the EE-MB results from the full calculations with
the same method. If the error is small, then we assume that the
method could be used with confidence for systems where full
calculations on the entire system are impractically expensive
or undoable, either due to system size (larger ligands, entire

metalloenzymes) or due to using a higher level of electronic
structure theory, for example, coupled cluster theory.

Tables 3, 4, and 5 show the EE-MB bond-breaking energies
and mean unsigned errors for all six systems. The systems are
quite different, but the performance of the EE-3B method is
uniformly good. For example, for 1, the bond dissociation
energies range from 16 to 70 kcal/mol, but the error of the
EE-3B method is in the range 0.78�0.85 kcal/mol for all four
cases. The EE-3B method has a mean unsigned error (MUE) in
bond dissociation energy of 0.82 kcal/mol for system 1, 1.09 kcal/
mol for system 2, 1.03 kcal/mol for system 3, and 0.83 kcal/mol
for system 4. It is encouraging that the EE-3B method performs
very well for both the “truncated”model systems 1 and 2 and the
“extended” model systems 3 and 4. The MUEs in bond dissocia-
tion energies for the hexacoordinate systems 5 and 6 are com-
parable to those for the pentacoordinate systems, at 0.90 and
1.21 kcal/mol, respectively. As expected, the EE-PA method is
less accurate, resulting in MUEs in bond dissociation energies
ranging from 3.23 to 6.68 kcal/mol for the systems studied here.
Altogether, there are 25 cases in Tables 3, 4, and 5, and averaging
the unsigned errors over all 25 gives an overall mean unsigned
error of 5.10 kcal/mol for the EE-PA method but only 0.98 kcal/
mol for the EE-3B method.

The EE-3B method, when applied using our fragmentation
guidelines, reliably yields bond dissociation energies within
1.21 kcal/mol of full-calculation DFT benchmark values, further
demonstrating its utility and accuracy for neutral and negatively
charged bioinorganic structures, in addition to the positively
charged systems evaluated in our previous work. Moreover,
EE-MB exhibits high accuracy for “extended” active site models
with His residues represented by full imidazole rings rather than
ammonias, and for hexacoordinate Zn complexes, indicating its
particular usefulness for larger metalloprotein active site systems
for which full, high-level electronic structure calculations might

Table 2. Benchmark Bond Energies (kcal/mol)

reaction system

dissociated

bond

bond

energy

largest Zn

fragment(s) in rxn

R1 1 Zn�A 35.12 ZnBC

R2 1 Zn�C 70.22 ZnAB

R3 1 Zn�D 19.32 ZnBC, ZnAB

R4 1 Zn�E 15.89 ZnBC, ZnAB

R5 2 Zn�D �5.28 ZnAB

R6 2 Zn�E �13.49 ZnAB

R7 2 Zn�F 6.19 ZnAB

R1 3 Zn�A 12.03 ZnBC

R2 3 Zn�C 57.01 ZnAB

R3 3 Zn�D 17.51 ZnBC, ZnAB

R4 3 Zn�E 20.68 ZnBC, ZnAB

R5 4 Zn�D 20.3 ZnAB

R6 4 Zn�E �7.26 ZnAB

R7 4 Zn�F 9.53 ZnAB

R8 5 Zn�A 10.47 ZnBC

R9 5 Zn�B 9.18 ZnAC

R10 5 Zn�C 10.47 ZnAB

R11 5 Zn�D �15.25 ZnAB, ZnBC, ZnAC

R12 5 Zn�E �22.28 ZnAB, ZnBC, ZnAC

R13 5 Zn�F �20.74 ZnAB, ZnBC, ZnAC

R8 6 Zn�A 26.98 ZnBC

R10 6 Zn�C 34.78 ZnAB

R11 6 Zn�D �15.65 ZnAB, ZnBC

R12 6 Zn�E �17.64 ZnAB, ZnBC

R13 6 Zn�F �10.05 ZnAB, ZnBC

Table 4. Unsigned Errors in Bond Energies (kcal/mol) for
Systems 2 and 4

EE-PA EE-3B

2 4 2 4

R5 2.37 5.84 1.10 0.81

R6 5.41 5.57 1.09 0.85

R7 1.91 5.91 1.08 0.83

mean 3.23 5.77 1.09 0.83

Table 5. Unsigned Errors in Bond Energies (Kcal/mol) for
Systems 5 and 6

EE-PA EE-3B

5 6 5 6

R8 8.80 6.57 0.59 1.38

R9 9.26 0.37

R10 8.73 7.54 0.05 2.20

R11 4.51 3.06 1.44 0.16

R12 4.49 2.40 1.40 1.00

R13 4.32 2.53 1.54 1.30

meana 6.68 4.42 0.90 1.21
aMean unsigned error for the five or six cases in the given column.

Table 3. Unsigned Errors in Bond Energies (kcal/mol) for
Systems 1 and 3

EE-PA EE-3B

1 3 1 3

R1 6.47 4.60 0.85 0.85

R2 6.81 8.71 0.78 1.24

R3 4.62 1.67 0.82 1.01

R4 1.38 4.01 0.81 1.04

mean 4.82 4.75 0.82 1.03
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be intractable or may incur a high computational cost. Finally,
EE-MB is likely to find use in the drug discovery process; it
performs very well for pentacoordinate systems representing a
small-molecule drug lead coordinated to a catalytic metal center
(which are otherwise quite challenging to model), and it can also
be used to obtain key parameters such as bond dissociation
energies that can be imported into molecular mechanics force
fields to increase the accuracy of simpler and less costly calcula-
tions on macromolecular drug targets.
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ABSTRACT:We propose and validate a new multiscale technique, the extrapolative isokinetic N�ose�Hoover chain orientational
(EINO) motion multiple time step algorithm for rigid interaction site models of molecular liquids. It nontrivially combines the
multiple time step decomposition operatormethodwith a specific extrapolation of intermolecular interactions, complemented by an
extended isokinetic Nos�e�Hoover chain approach in the presence of translational and orientational degrees of freedom. The EINO
algorithm obviates the limitations on time step size in molecular dynamics simulations. While the best existing multistep algorithms
can advance from a 5 fs single step to a maximum 100 fs outer step, we show on the basis of molecular dynamics simulations of the
TIP4P water that our EINO technique overcomes this barrier. Specifically, we have achieved giant time steps on the order of
500 fs up to 5 ps, which now become available in the study of equilibrium and conformational properties of molecular liquids without
a loss of stability and accuracy.

1. INTRODUCTION

The method of molecular dynamics (MD) is one of the most
powerful tools for the investigation of various properties in
liquids.1�4 This especially concerns such systems as water and
its solutions as well as more complex biophysical fluids, including
solvated proteins, which are of interest for modern chemistry and
medicine. A characteristic feature of these systems is the coex-
istence of dynamical processes with vastly different time scales,
extending from femtoseconds up to the millisecond region.5�8

For instance, in water, the fastest motion relates to the intramo-
lecular vibrations of atoms, an intermediate scale arises from the
strong short-range intermolecular potentials, while slow dynamics
appears due to the weak long-range van derWaals andCoulombic
interactions.

InMD simulations, however, the size of time steps is restricted
to rather small values in order to avoid numerical instabilities
and achieve a desired accuracy when integrating the equations
of motion. This imposes severe limitations on the efficiency of
MD calculations. It is obvious that longer time steps are more
preferable because then the number of discretization points
decreases, reducing the computational costs. Many multiple time
stepping (MTS) techniques have been devised over the years to
enlarge the time step size during the MD integration. They in-
clude the generalized Verlet integrator,9 reversible reference sys-
tempropagator algorithm(RESPA),10�12 normalmode theories,13�16

mollified impulse schemes,17�19 Langevin dynamics appro-
aches,20�22 and canonical Nos�e�Hoover-like23�26 and iso-
kinetic27 thermostatting versions of RESPA, as well as more recent
developments.28,29

The MTS concept implies that faster components of motion
are integrated with inner (smaller) time steps with respect to an
outer (larger) one which is employed to handle slow dynamics.
This leads to a speedup of the calculations since the costly long-
range interactions can then be sampled less frequently than the

cheap short-range forces. However, the size of the outer time step
in the microcanonical MTS integrators9�12 (e.g., RESPA) can-
not be taken as being very large by simply increasing the number
of inner loops, even though the distant interactions are suffici-
ently small. A rapid energy growth occurs when the time interval
between the weak force updates exceeds half of the period related
to the fastest motion.30�32 Such growth is well-known as reso-
nance instabilities.33�35

Within the normalmode13�16 andLangevin-type algorithms,19�22

the resonance effects are suppressed by adding friction and ran-
dom forces. Themollified impulse schemes17�20 diminish themulti-
step artifacts by modifying the potential energy. In the canonical
ensemble, the appearance of the resonance phenomena can be
postponed to larger steps by exploiting extra phase-space variables
related to a Nos�e�Hoover chain thermostat.23�26 Alternatively,
the non-Hamiltonian equations of motion which are free from
the resonance instabilities can be obtained with the help of the
isokinetic ensemble.27 Relatively recently, it has been shown28,29

that a very efficient elimination of the resonant modes is achieved
by conjugating the canonical chain method23 with the isokinetic
dynamics.27 The resulting impulsive isokinetic Nos�e�Hoover
chain RESPA (INR) algorithm was applied toMD simulations of
water to prove that time steps on the order of 100 fs are possible.

Despite this, the INR integrator was designed for fluids with
only translational degrees of freedom. Usually, the orientational
degrees are implicitly parametrized by atomic Cartesian coordi-
nates subject to intramolecular constraints.36,37 However, to
satisfy them within the isokinetic integrators, the cumbersome
Shake- or Rattle-like iterative procedures must be involved.27

The necessity to extend the MTS consideration to rotational
motion is motivated by the fact that the standard force fields treat
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water and other solvent molecules as rigid bodies.38 Moreover, in
a protein, it is useful to model hydrogen-containing groups as
rigid moieties since the corresponding links have the highest
frequencies in the molecule. The lower frequency bonds can be
interpreted as flexible. Clearly, longer time steps can then be
employed. Note that the rigid-body approximation yields enough
accurate results without affecting the physically important dis-
tribution functions.39

The existing rotational motionMD algorithms in the micro-
canonical,40�47 canonical,48�50 isokinetic,51,52 and Langevin53

ensembles are applicable solely for simple single time step (STS)
dynamics, and they cannot handle much more complicated MTS
integration. Surprisingly, up to now, only one paper26 dealt, in
fact, with the construction of MTS schemes for the propagation
of orientational variables. However, it has been devoted to a
canonical scheme with no emphasis on overcoming the reso-
nance instabilities. No rigid-body MTS algorithm was derived
within the isokinetic approach, which appears to be more
efficient27�29 than the canonical method. The MTS dynamics in
the presence of orientational degrees is more complex and
requires a special study.

In this paper, we develop an idea of combining the isokinetic
dynamics with the Nos�e�Hoover-like thermostatting by writing
down the non-Hamiltonian equations for both translational and
rotational motions. They are then explicitly integrated using the
multiple time step decomposition operator method complemen-
ted by special force and torque extrapolations (section 2). This
results in a completely new MTS algorithm which cannot be
reduced to the impulsive INR integrator even in the absence of
orientational degrees of freedom. As is demonstrated for a rigid
model of water, the new approach significantly increases the
maximum acceptable size of the outer step and pushes it up to
several picoseconds (section 3). Concluding remarks are also
provided (section 4).

2. THEORY

2.1. Interaction Site Models and Basic Equations. Let us
consider a collection with N rigid molecules, each composed of
M interacting sites. The usual (microcanonical) equations of
translational and rotational motion for such as a system can be
cast in the form dΓ/dt = LΓ(t), where46

L ¼ ∑
N

i¼ 1
Vi

∂

∂R i
þ WðΩiÞSi : ∂

∂Si
þ Fi

μ
� ∂

∂Vi

�

þ J�1ðGi þ ðJΩiÞ �ΩiÞ ∂

∂Ωi

�
ð1Þ

is the Liouville operator and Γ = {R,V,S,Ω} denotes the set of all
phase variables. Here, Ri and Vi are the translational position and
velocity, respectively, of the center of mass μ = ∑a=1

M ma of the ith
molecule, while Si andΩi are correspondingly its attitude matrix
and principal angular velocity. The matrix W(Ω) is skewsym-
metric and linear inΩ so that, for instance,W(Ω)JΩ = (JΩ)�
Ω with J being the molecular matrix of moments of inertia.
The total force exerted on molecule i due to the site�site

interactionsjab can be expressed in terms of the atomic counter-
parts Fia = �∑j 6¼i

N ∑b=1
M r̂ij

abjab
0 (rij

ab) as Fi = ∑a=1
M Fia, where r̂ij

ab =
(ria� rjb)/rij

ab with rij
ab = |ria � rjb| and j0(r) = dj(r)/dr. Then,

the principal torque is Gi = Si∑a=1
M (ria � Ri) � Fia = ∑a=1

M δa �
(SiFia), where ria = Ri + Si

+δa denotes the position of atom
a within molecule i, while δa is the time-independent location of

site a in the body-fixed frame, so that J=∑a=1
M [(δa� δa)I�δaδa]ma.

The functions jab present the sum of the Lennard-Jones 4εab-
[(σab/rij

ab)12� (σab/rij
ab)6] and Coulombic qaqb/rij

ab potentials,
where qa is the atomic charge. The values for parameters εab, σab,
qa, and δa depend on the concrete interaction site model chosen
to describe a fluid. In the case of water, the most popular is the
rigid TIP4P57 one with M = 4 sites.
Because in the rigid-body approximation the intramolecular

degrees of freedom are frozen, we will have only two scales of
time. This follows from the fact that the total intermolecular
forces F = Fs + Fw and torquesG =Gs +Gw consist of the strong
(s) and weak (w) parts related to the short- and long-range
interactions which cause the fast and slow processes, respectively.
2.2. StandardMTS DecompositionMethod. In the standard

MTS decomposition approach,10,11 the Liouville operator is split
as L =A + Bs + Bw into one kineticA and two potential Bs,w terms.
Taking into account eq 1, the explicit expressions for them are
A = V � ∂/∂R + W(Ω)S∂/∂S as well as Bs = μ�1Fs � ∂/∂V +
J�1(Gs + (JΩ) � Ω) � ∂/∂Ω and Bw = μ�1Fw � ∂/∂V +
J�1Gw � ∂/∂Ω, where subindex i has been omitted to simplify
notation and the strong-weak components of F and G have
been used. Then, the time evolution propagator eLh is factori-
zed into analytically integrable single-exponential operators
as e½ðA þ Bs þ BwÞ þ Eðh2Þ�h = eBw(h/2)[eBs(h/2n)eA(h/n)eBs(h/2n)]neBw(h/2),
whereh is the size of theouter time step,n is thenumberof inner loops,
and E(h2) is the second-order error function. For any time t, the
solution can be presented in the form

ΓðtÞ ¼ eLtΓð0Þ

¼ ½eBwh
2½eBs h2neAh

neBs
h
2n�neBwh

2�lΓð0Þ þ O ðh2Þ ð2Þ
whereO (h2)∼ lE(h2) denotes the global error and l = t/h is the
total number of steps.
From eq 2 at n = 1, one reproduces the well-known Verlet

integrator,54,55 while for n g 2, we come to the RESPA
scheme.10,11 In the latter case, the reference system (Lref = A + Bs)
is integrated with a time step that is h/n smaller than h related to
the weak contribution Bw. This speeds up the calculations
because at n > 1 the expensive long-range forces are recalculated
not so frequently. The action of the exponentials eA(h/n), eBs(h/(2n)),
and eBw(h/2) on a phase space point Γ can be given analytically.46

In particular,

eA
h
nfR, Sg ¼ R þ V

h
n
,Θ Ω,

h
n

� �
S

� �
ð3Þ

where the changes of R and S correspond to free translational and
orientational motions at fixed V andΩ. The matrixΘ(Ω,h/n) =
exp(W(Ω)h/n) denotes the three-dimensional rotation around
vectorΩ on angle Ωh/n.
As was mentioned in the Introduction, the RESPA scheme is

hampered by the resonance instabilities already at relatively small
values of h, even through the reference system is integrated
exactly (i.e., when n.1). We will now study the problem of how
to eliminate these instabilities in the most efficient way.
2.3. Extrapolative Isokinetic Nos�e�Hoover Chain Ap-

proach. 2.3.1. Non-Hamiltonian Equations of Motion. Within
the isokinetic ensemble,27 the MTS instabilities are prevented
by fixing the total kinetic energy T of the system (in our case
T = ∑i=1

N [∑α
x,y,zμVi,α

2 /2 + ∑α
X,Y,ZJαΩi,α

2 /2], where Jα are the diagonal
elements of J). This energy is a collective quantity which depends
on velocities of all particles. Thus, further improvements in stability
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can be achieved by introducing a complete set of kinetic con-
straints, each one concerning only a particular degree of freedom.
Obviously, such an approach should provide a better suppression
of the resonant modes because it allows one to control individual
kinetic energies.
The main idea consists of coupling each physical degree with

its own one-dimensional, one-particle imaginary subsystem. Like
real bodies, such subsystems can be characterized by somemasses
m andmoments of inertia jα as well as by the translational νi,α and
angular wi,α velocities. Then, the desired individual constraints
can be built in the extended phase space by writing

Tt
i,α ¼ μV 2

i,α=2 þ mν2i,α ¼ kB J =2

Tr
i,α ¼ JαΩ

2
i,α=2 þ jαw2

i,α=2 ¼ kB J =2
ð4Þ

where kB denotes the Boltzmann constant, J is the required
temperature, and α relates either to three Cartesian (x,y,z) or
principal (X,Y,Z) components for the cases of translational or
angular velocities. In view of eq 4, the virtual bodies can be
treated as external baths or thermostats which do not allow one
to exceed the fixed level kB J /2 of the kinetic energy for any real
degree of freedom. The quantities μVi,α

2 /2 and JαΩi,α
2 /2 will

fluctuate within the interval [0,kB J /2] due to the physical
interactions and energy exchange between the real system and
thermostats.
The nonholonomic relations (eq 4) to be satisfied require the

introduction of constraint forces �λi,α
t
∂Ti,α

t /∂Vi,α = �λi,α
t μVi,α

and torques �λi,α
r
∂Ti,α

r /∂Ωi,α = �λi,α
r JαΩi,α for the physical

system as well as their counterparts �λi,α
t mνi,α and �λi,α

r jαwi,α

for the virtual degrees. Further, each such subsystem can be in
turn coupled with its own chain ofM thermostats, described by
the velocity variables νj,i,α and wj,i,α, where j = 1, 2, ..., M with
νi,α t ν1,i,α and wi,α t w1,i,α. Acting now in the spirit of the
Nos�e�Hoover (NH) chain approach23 and taking into account
the constraint forces and torques, the equations of motion for the
thermostat variables can be cast in the form dν1,α/dt =�λα

t ν1,α�
ν1,αν2,α and dνj,α/dt = (νj�1,α

2 � 1/τt
2) � νj,ανj+1,α as well as

dw1,α/dt=�λα
r w1,α�w1,αw2,α and dwj,α/dt= (wj�1,α

2 � 1/τr,α
2 )�

wj,αwj+1,α for j= 2, ...,M with νM þ1 =wM þ1 = 0.Here, subscript i
was again hidden for simplicity. The four relaxation times τt and
τr,α will determine the strength of coupling of the system with the
translational and rotational thermostats, so thatm= τt

2kB J /2 and
jα = τr,α

2 kB J /2. This is justified by the fact that we have only one
mass μ while three (α = X,Y,Z) moments Jα of inertia of the
molecule.
The Lagrangian multipliers λi,α

t and λi,α
r can be found by

differentiating eq 4 with respect to time, i.e., dTi,α
t,r /dt = 0, and

using the above equations of motion for thermostat variables
complemented by the equations dVi,α/dt =μ

�1Fi,α� λi,α
t Vi,α and

dΩi,α/dt = Jα
�1(Gi,α + (Jβ � Jγ)Ωi,βΩi,γ) � λi,α

r Ωi,α for transla-
tional and angular velocities. This yields

λti,α ¼ Vi,αFi,α � 1
2kBT τ2t ν

2
1, i,αν2, i,α

� 	
=ð2Tt

i,αÞ
λri,α ¼ Ωi,αGi,α þ ðJβ � JγÞΩi,αΩi, βΩi, γ



� 1
2
kBT τ2r,αw

2
1, i,αw2, i,α

�
=ð2Tr

i,αÞ ð5Þ

Note that the kinetic constraints (eq 4) provide true canonical
distributions in position space (Appendix A).
The isokinetic Nos�e�Hoover chain (INC) equations of

translational and rotational motion we just derived can be

rewritten in the compact form

dΓinc

dt
¼ LincΓincðtÞ ð6Þ

with Linc being the INC Liouville operator and Γinc = {R,V,S,
Ω;ν,w} denoting the extended phase space, where vectors ν and
w represent the whole set of scalar quantities νj,i,α and wj,i,α
(subscript i will further be omitted at all). Applying the strong�
weak force F = Fs + Fw and torqueG =Gs +Gw decompositions,
one finds in view of eq 5 that Linc = A + Bs + Bw + Binc, where now

Bs, w ¼ ∑
x, y, z

α
Bts, w,α þ ∑

X , Y , Z

α
Brs, w,α

¼ ∑
x, y, z

α
Fs, w,α

1
μ
� V 2

α

2Tt
α

 !
∂

∂Vα
� Vαν1,α

2Tt
α

∂

∂ν1,α

" #

þ ∑
X , Y , Z

α
ðGs, w,α þ ζs, wðJβ � JγÞΩβΩγÞ 1

Jα
� Ω2

α

2Tr
α

 !
∂

∂Ωα

"

�Ωαw1,α

2Tr
α

∂

∂w1,α

#
ð7Þ

at ζs = 1 and ζw = 0, while (α,β,γ) designate the three cyclic
permutations (X,Y,Z), (Y,Z,X), and (Z,X,Y). The chain thermo-
stat contribution is

Binc ¼ ∑
x, y, z

α
½BV , ν,α þ ∑

M

j¼ 2
Bνj ,α�

þ ∑
X, Y ,Z

α
½BΩ,w,α þ ∑

M

j¼ 2
Bwj ,α�

¼ ∑
x, y, z

α
Btinc,α þ ∑

X, Y ,Z

α
Brinc,α ð8Þ

with

BV , ν,α ¼ 1
2
Vαν

2
1,αν2,ατ

2
t
∂

∂Vα
þ 1

2
ν31,αν2,ατ

2
t � ν1,αν2,α

� �
∂

∂ν1,α

ð9Þ
and

Bνj ,α ¼ ν2j � 1,α �
1
τ2t

� νj,ανjþ1,α

 !
∂

∂νj,α
ð10Þ

The expressions for BΩ,w,α and Bwj,α are similar to those of eqs 9
and 10 with formal replacement of V byΩ, ν by w, and τt by τr,α.
2.3.2. Extrapolative Decomposition of the Evolution Opera-

tor. Taking into account eqs 7�10, the solution to the non-
Hamiltonian equations of motion (eq 6) can be obtained with
the help of the decomposition method (section 2.2). As a result,
for the MTS integration (n g 2), one finds

ΓincðtÞ ¼ ½eLwshn½eBinc h2neBs h2neAh
neBs

h
2neBinc

h
2n�n � 2eLsw

h
n�lΓincð0Þ þ O ðh2Þ

ð11Þ
with

eLws
h
n ¼ eBinc

h
2neB

I
sw

h
2neA

h
neBs

h
2neBinc

h
2n, eLsw

h
n ¼ eBinc

h
2neBs

h
2neA

h
neB

II
sw

h
2neBinc

h
2n

ð12Þ
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where Bsw
I = Bs + nBw

I and Bsw
II = Bs + nBw

II. The time evolution
propagation given by eqs 11 and 12 presents an analog of the
RESPA scheme (eq 2) in the case of the INC dynamics. Like
RESPA, it corresponds to an impulsive approach, where the
translational and angular velocities are updated instantaneously
two times per outer step h (at its beginning and its end) by eBw

I(h/2)

and eBw
II(h/2) in the weak force Fw,α

I,II and torque Gw,α
I,II fields (Bw

depends on them according to eq 7). The indexes I and II mean
that the forces and torques are calculated at two spatial config-
urations {R(t0),S(t0)} and {R(t0 + h),S(t0 + h)} corresponding to
two consecutive moments of time t0 = l0h and t0 + h, where l0 = 1,
2, ..., l. The arising resonance instabilities are damped out here by
the thermostat stabilizing terms eBinc(h/(2n)). It is obvious, how-
ever, that with increasing the size of the time step h, the reso-
nance effects will grow appreciably. This can prevent their proper
suppressing even at a sufficiently large strength of coupling of the
system with the thermostatting baths.
A more efficient stabilization can be achieved within an extra-

polative approach. Indeed, the smoothly varying long-range weak
forces Fw,α and torques Gw,α we can hold constants Fw,α

I and
Gw,α
I during the outer time interval [t0,t0 + h]. Further, such con-

stants can be added to the quickly changing strong components
Fs,α andGs,α when performing the inner step propagation. Then,
the time evolution (eqs 11 and 12) transforms to

ΓincðtÞ ¼ ½eBinc h2neBws h2neAh
neBws

h
2neBinc

h
2n�nlΓincð0Þ þ O ðh2Þ ð13Þ

where Bws = Bs + Bw
I . This avoids the resonance effects since

the periodic impulsive propagations of velocities by eBw
I,II(h/2)

are now absent. In eq 13, the velocities are updated con-
tinuously (2n times per step h) by eBw

I(h/(2n)) in the constant
weak force-torque fields Fw,α

I and Gw,α
I . The next constant

values Fw,α
II and Gw,α

II will be used only after passing the current
outer step.
Of course, the extrapolative method produces some uncer-

tainties to the full energy since the resulting approximate forces
Fws,α = Fs,α + Fw,α

I and torques Gws,α = Gs,α + Gw,α
I cannot be

related to any conservative potentials. However, such uncertain-
ties have a nonresonance nature, and they are suppressed by
eBinc(h/(2n)) using the same INC thermostatting baths (eqs 8�10),
as in the case of the impulsive method. As a result, larger values
of h can be employed, despite the fact that the extrapolative
algorithm (eq 13) is not reversible in time. However, this is not so
important in our case because we deal with the non-Hamiltonian
dynamics, where (unlike the microcanonical ensemble) the total
energy should not be conserved exactly.
Note that the idea of using the force extrapolation is not new.

It was exploited earlier in the context of Langevin normal mode
integrators.13�16 However, its combination with the isokinetic
Nos�e�Hoover chain approach complemented with the decom-
position operator method is proposed here for the first time.
Moreover, the introduced constant extrapolation of the long-
range torque cannot be obtained by simply fixing the atomic
forces, because it depends on the orientation of the molecule as
well. As will be shown in section 3, the usual atomic force
extrapolation does not lead to stable phase trajectories.
Therefore, the propagation Γinc(t) of phase variables from

their initial values Γinc(0) to arbitrary time t in the future can be
readily carried out by consecutively applying the exponential
operators eA(h/n) (see eq 3), eBinc(h/(2n)), and eBws(h/(2n)) in the
order defined by eq 13. The analytical expressions for the action
of eBinc(h/(2n)) and eBws(h/(2n)) on Γinc can be found in Appendix B.

This completes the extrapolative isokinetic NH chain orientational
(EINO) motion MTS algorithm. The impulsive version (eqs 11
and 12) will be referred to as simply INO. The latter was origi-
nally introduced in refs 63 and 64. In the absence of orientational
degrees of freedom, the INO integrator reduces to INR.28,29 This
is contrary to the proposed EINO approach, which cannot be
reproduced from the impulsive INR scheme even in the case of
pure translational motion.

3. APPLICATION TO WATER AND DISCUSSION

3.1. Details ofMDSimulations.The EINO algorithm derived
in the preceding section will now be tested in MD simulations.
The system considered is the rigidTIP4Pmodel57 of water (M=4).
We have involved N = 512 molecules placed in a cubic box of
volume V = L3 with periodic boundaries. The simulations were
performed at a density of N/V = 1 g/cm3 and a temperature of
J = 293K. The total intermolecular forces Fwere evaluatedwith
the help of the Ewald summation technique58 at the cutoff radii
Rc = L/2 = 12.417 Å and kmax = 8 in the real and reciprocal
spaces, respectively.
The strong component Fs has been determined in the spirit of

the near/far distance-based approach11,59�62 using the replace-
ment of j0(r) by j0

s(r) = ϕ(r) j0(r) in the standard expression
for F (section 2.1). The switching function was chosen in the
form of the cubic spline62 ϕ(r) = 1 � (10 � 15η + 6η2)η3 with
η = 1 + (r� rc)/(r0� rc) to smoothly change its value from 1 to 0
when increasing the interatomic distance r from r0 to rc < L/2.
The weak force part was then found by extracting Fs from F, i.e.,
as Fw = F � Fs. This appears to be more efficient than the
straightforward real/reciprocal splitting of Coulombic interac-
tions.60,62 Having Fs and Fw, the strong Gs and weak Gw com-
ponents of the total intermolecular torques G were obtained
applying usual relations (section 2.1) with formal replacement
of F by Fs or Fw. Two cases related to cutting-off of the short-
range interaction at rc = 9 Å and rc = 7 Å have been considered.
For illustration, the related short- and long-range partsj0

s(r) and
j0(r) � js

0(r) are plotted in Figure 1 together with the total
functionj0(r), wherej(r) = 1/r is the generic Coulomb potential.
The switching-on parameter was set equal to r0 = 3 Å.
The equations of motion were solved using the proposed

EINO algorithm (eqs 13 and B1�B8) as well as its impulsive
version INO (eqs 11 and 12). For the purpose of comparison, the
best previously known MTS approaches in different statistical
ensembles were applied, too. They include the energy-targeted
microcanonical RESPA (ERESPA) scheme as well as the ex-
tended canonical NH (ENH) and isokinetic (ISO) integrators.

Figure 1. Schematic representation of the short- and long-range parts of
the Coulombic interaction for the cutoff radii rc = 9 Å [subset a] and rc =
7 Å [subset b].
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The ERESPA, ENH, and ISO algorithms are described in detail
in refs 63 and 64. Each MD run corresponded to its own size h of
the outer time step. This size varied from run to run in a wide
region from4 fs up to 5120 fs. The inner stepwas fixed to h/n= 4 fs
in all of the cases, meaning that the MTS parameter n changed
from 1 at h = 4 fs to 1280 for h = 5120 fs. The choice h/n = 4 fs
was dictated by the strength of the short-range intermolecular
interactions. The total number l of outer steps was chosen in such
away as to cover nearly the same full propagation time t= lh∼ 15 ns
at each given h.
During the EINO and INO propagations, we employed the

three chains (M = 3) in the extended phase space at the relaxa-
tion time τt = τr,α = τ = 10 fs. The triple concatenation with nt =
nα
r = 8 was applied when integrating the thermostatting variables
(Appendix B). The runs for τ = 40 and 400 fs without concatena-
tion at nt = nα

r = 1 were examined too.
3.2. Numerical Results. The accuracy of the MD simulations

was estimated bymeasuring the deviations of the oxygen�oxygen
(OO), hydrogen�hydrogen (HH), and oxygen�hydrogen (OH)
radial distribution functions g(r) as well as the mean potential
energy u of the system per molecule from their “exact” counter-
parts. The latter were precalculated using the Verlet integrator
(i.e., RESPA at n = 1) with a tiny time step of h = 1 fs and a long
simulation length of l = t/h = 106 to make the uncertainties
negligibly small.63,64 The normalized sum (multiplied on 1/3) of
the three relative root-mean-square deviationsΣ = (

R
0
L/2[g(r)�

g0(r)]
2 dr/

R
0
L/2g0

2(r) dr) 1/2 of g(r) from the “exact” counter-
parts g0(r), related to the OO, HH, and OH distribution
functions, is presented in Figure 2a for the ENH, ISO, INO,
and EINO algorithms, depending on the size h of the outer time
step. A more detailed behavior of Σ(h) at not very large h is
shown in subset b of Figure 2. The function of u on h is plotted in
Figure 2c for each of the integrators (the “exact” level there is
marked by the horizontal dashed line). The results in subsets a, b,
and c correspond to the case rc = 9 Å, while the dependencies of
Σ on h at rc = 7 Å are given in Figure 2d.

We see in Figure 2 that all of the curves forΣ(h) or u(h) start at
small h ∼ 4 fs with almost the same values, which are very close
to their “exact” counterparts Σ(0) = 0 or u(0) = �40.9 kJ/mol
(a slight discrepancy is due to statistical noise). However, the
further behavior of Σ(h) and u(h) strongly depends on the type
of the algorithm. For example, with increasing h, the microca-
nonical ERESPA integrator quickly loses stability, so that already
at h J 20 fs it is absolutely inadequate (see the almost vertical
curve in Figure 2b). Note that the situation with the usual Verlet
and RESPA algorithms is worse yet, where themaximumworkable
size of the time step cannot exceed 5 and 8 fs, respectively.63,64

A better pattern can be observed for the canonical ENH and iso-
kinetic ISO integrators. However, the best results are achieved by
the proposed extrapolative EINO algorithm, which exhibits
exceptional accuracy and stability. Indeed, the EINO deviations
are minimal in all of the quantities investigated. For example, for
rc = 9 Å even at h = 512 fs, the EINO uncertainties Σ do not
exceed a level of 0.3%, which is comparable with statistical noise.
The impulsive INO integrator leads to an accuracy which is
similar to that of the extrapolative EINO algorithm but only at
not very large steps h j 512 fs. At longer h J 512 fs, the
advantage of the EINO method over the INO scheme becomes
evident (cf. Figure 2a). For rc = 7 Å, the latter is clearly inferior to
the former in the whole region of h including small step sizes
(cf. Figure 2d). Here, a decrease in the maximum allowable values
for h is expected because the long-range interactions are stronger
than in the case rc = 9 Å. Nevertheless, even under these
conditions, the extrapolative EINO algorithm can provide good
precision (Σ ∼ 1.5%) in the picosecond region h ∼ 1024 fs.
Note that the curves marked by INO and EINO in Figure 2

correspond to the value τt = τr,α = τ = 10 fs. It provides a
sufficiently strong coupling of the system with thermostats,
because then the correlation time τ is only by a factor of
2.5 larger than the inner time step h/n = 4 fs. Upon increasing τ to
40 fs, the performance of the impulsive method drops drastically
(see the dashed curve labeled by INO0). In particular, then the
maximum acceptable outer steps reduce from h∼ 512 to 40 fs. At
the same time, the extrapolative EINO algorithm is free of this
negative feature. Even at τ = 400 fs, it continues to generate stable
solutions in the whole region of time steps considered (see the
solid curve labeled by EINO0). In addition, the EINO uncertain-
ties only slightly increase with increasing h, giving a possibility of
using the extrapolative approach up to giant values of the outer
time step on the order of h ∼ 5120 fs � 5.12 ps, i.e., up to the
picosecond region! We see in Figure 2a that the same level Σ ≈
0.45% of accuracy can be reached by the EINO, INO, ISO, ENH,
and EOMTS integrators at the outer time steps h = 5120, 725, 90,
60, and 15 fs, respectively.
The superiority of the proposed extrapolative EINO approach

over its impulsive INO counterpart can be explained by the fact
that the former assumes only a spatial smoothness of the long-
range interactions, which should not be necessarily small. On the
other hand, the impulsive method requires both smoothness and
weakness of these interactions. As a consequence, the nonreso-
nance instabilities in the extrapolative method appear to be less
sensitive to the increase of the outer time step size than the
resonance effects of the impulsive scheme. This is confirmed in
Figure 2, where the INO uncertainties Σ(h) and u(h), unlike the
EINO ones, exhibit a resonance-like behavior with the existence
of maxima and minima near certain values of h. Thus, the des-
tabilizing resonant modes still exist in the impulsive INOmethod,
despite the usage of the thermostats.

Figure 2. Uncertainty Σ(h) in the calculation of the distribution
functions by the MD simulations of the TIP4P water with different
algorithms at various time steps h for rc = 9 Å [subsets a and b] and rc =
7 Å [subset d]. The mean potential energy u(h) is plotted versus h in c for
rc = 9 Å.
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The OO, HH, and OH radial distribution functions g(r) and
their coordination numbers,63,64 obtained for the TIP4Pwater by
the EINOmethod for rc = 9 Å (with τ = 400 fs) at h = 5120 fs and
h e 5120 fs, are plotted in subsets a and b of Figure 3,
respectively. The “exact” results (precalculated with the help of
the Verlet integrator at h = 1 fs) are shown, too. The curves
related to the microcanonical EOMTS scheme at h = 19 fs are
included in Figure 3a as well. One can see that the deviations
between the EOMTS data and the “exact” counterparts are too
large already at h = 19 fs. On the other hand, the EINO algorithm
still produces the radial distribution functions and coordination
numbers with a high level of accuracy even at a huge time step of
h = 5.12 ps. Indeed, the differences between the EINO and
“exact” results are practically indistinguishable. Note that the
largest acceptable outer time step reported earlier was h = 100 fs.
It has been established within the translational motion INR
algorithm28,29 for a fully flexible water model. Thus, making the
model rigid and using the proposed EINO approach have allo-
wed us to significantly overcome this barrier. Now much larger
(by a factor of 50) time step sizes on the order of 5120 fs are
possible without affecting the structural properties and losing
numerical stability. Such huge steps are up to 3 orders of magni-
tude longer than those feasible with the STS Verlet-like integrators.
The EINO distribution functions and coordination numbers

corresponding to a more aggressive cutting-offwith rc = 7 Å (and
τ = 10 fs) at h e 1024 fs are plotted in Figure 4. The deviations
here between the solid curves and circles are more visible than for

rc = 9 Å (cf. Figure 3) because of the increased strength of Fw and
Gw. However, they are still sufficiently small to provide accurate
results even at h = 1024 fs. Note that the long-range interactions
influence significantly even structural properties. In order to
demonstrate this, the curves related to a system with no long-
range forces and torques (Fw =Gw = 0) are also included. We see
that they differ appreciably from the “exact” counterparts in the
whole range of varying the interatomic distance r.
The EINO simulations in the case of the standard extrapola-

tion, i.e., when the long-range atomic forces Fia
(w) =�∑j6¼i

N ∑b = 1
M (1�

ϕ(rij
ab))̂rij

abjab
0 (rij

ab) are held constant during outer time steps, have
also been carried out. Unexpectedly, the pattern appeared to be sig-
nificantly worse. It was established that already at relatively mode-
rate h J 400 fs, the atomic force extrapolation cannot be used
because then the function Σ suddenly begins to increase after
l = t/hj 400 steps, exceeding an unacceptable level of 10%. Note
that in the atomic force extrapolation the molecular torque
Gi
(w) = ∑a=1

M δa� (Si(t)Fia
(w)) is not constant and varies in time due

to the reorientation Si(t) of the molecule. At first sight, such an
extrapolation should look more precise since it takes into account
the time dependence of Si(t). However, this will be so in the
Hamiltonian dynamics at tiny values of h when the changes of Fia

(w)

are small. In our case of the non-Hamiltonian propagation (which
deals with huge h), it is much more important to provide a correct
sampling of configurational points in phase space according to the
canonical distribution (eq A1).
The molecular extrapolation just corresponds to the canoni-

city criteria. Indeed, the torque can be expressed in terms of the
fixed (body-frame) dipole momentm = ∑a=1

M δaqa of the molecule
and the electric field Ei(t) = ∑j6¼i

N ∑b=1
M (1 � ϕ(|Ri � rjb|))qb-

(Ri� rjb)/|Ri� rjb|
3 (created by all the rest of the molecules due

to the long-range contribution) as Gi
(w) ≈ m � (Si(t)Ei(t)).

Here, we have used that �jab
0 (r) = qaqb/r

2 and |ria � rjb| . σ
when calculating Fia

(w), where σ is the diameter of the molecule.
Thus, the proposed extrapolation implies that the com-
bined quantity SiEi remains fixed during the outer time step h
when transiting the system from one phase space point to
another. This preserves the true local canonical distribution
exp[di(t) 3Ei(t)/(kBT)] = exp[m 3 (Si(t)Ei(t))/(kBT)] of the
molecules, where di(t) = ∑a=1

M (ria � Ri)qa = Si
+(t)m denotes

the dipole moment in the laboratory frame and �di 3Ei is the
potential energy of the dipole in the electric field Ei. On the other
hand, the desired distribution can break significantly within the
usual atomic extrapolation, where SiEi varies in time, causing the
strong instabilities at large h.
Rigorously speaking, the step by step propagation of phase

variables in the EINO method can be interpreted as jumps from
one relevant conformation to another without going through any
physical path corresponding to the original (Hamiltonian) MD.
That is why such huge outer time steps of order of h ∼ 5 ps are
possible here. The relaxation time of reorientation of a single
water molecule just belongs to the picosecond region.65 For
instance, the normalized single dipole time correlation function
Ædi(0) 3 di(t)æ/Ædi(0) 3 di(0)æ decreases from 1 at t = 0 to 0.25 at t =
5 ps, lowering the precision of themolecular torque extrapolation
when hJ 5 ps (here Æ...æ denotes statistical averaging). In view of
this, the step size of h ∼ 5 ps should be considered as the upper
theoretical limit for accurate sampling of the canonical distribu-
tion within the EINO approach.
Consider now a question on the convergence of the results.

The mean potential energy u and the error Σ in the radial
distributions, obtained by the EINO propagation at τ = 400 fs

Figure 3. The OO, HH, and OH radial distribution functions of the
TIP4P water obtained within the EINO algorithm for rc = 9 Å at h =
5120 fs [circles in a] and the corresponding coordination numbers at
various time steps h e 5120 fs [circles in b]. The “exact” results are
plotted in subsets a and b by the solid curves and horizontal lines,
respectively. The dashed curves in a correspond to the microcanonical
EOMTS data at h = 19 fs.

Figure 4. The same as for Figure 3 but at rc = 7 Å and he 1024 fs. The
dashed curves in part a relate to a systemwith the long-range interactions
excluded.
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and rc = 9 Å, are shown in subsets a and b of Figure 5, respectively,
as functions of the number l = t/h of outer steps at several
characteristic values of h. In all of the runs, the initial values of
phase space variables Γ(0) were taken from the same thermo-
dynamics state pre-equilibrated at J = 293 K but in the absence
of weak long-range interactions (i.e., when Fw = Gw = 0). Then,
the weak forces and torques were turned on at time t = 0, and the
relaxation of the system from the perturbed state to the true con-
figuration was observed. The potential energy was measured every
outer time step when performing statistical averaging. Then, how-
ever, themeasurements were carried out too frequently at small h,
leading to a computational overload. In order to avoid this, the
statistics for the radial distribution functions were accumulated
after each fixed time interval of 128 fs for any h. Then, the costs
due to the measurements will be negligibly small with respect to
those spent on the integration of phase space variables.
We see in Figure 5a for the potential energy that the con-

vergence at the largest stepsize h = 5120 fs is considerably faster
than at moderate (h = 512 fs) and small (h = 4 fs) time steps. For
instance, already after four outer time steps of size h = 5120 fs
each, the potential energy almost achieves its limiting value and
virtually does not change with a further increase in the simulation
length. On the other hand, the asymptotic regime at h = 512 and
4 fs is reached only when t/h ∼ 40 and 4 � 103, respectively.
Thus, nearly the same time interval on the order of 20 ps is nece-
ssary to obtain reliable results in all three cases. Similar behavior
is inherent in the error function Σ (see Figure 5b). Here, for
instance, a level of Σ = 1% is reached after t/h = 1.5 � 104, 4 �
103, 103, 150, 40, and 4 outer steps at h = 1, 4, 16, 128, 512, and
5120 fs, respectively. Such numbers are exactly inversely propor-
tional to h, indicating that almost the same propagation time on
the order of t ∼ 20 ps is again enough to reproduce the radial
distribution functions within 1% precision for all six sizes of h.
This is confirmed in Figure 6, where the EINO curves are
practically indistinguishable. Moreover, they are close to those
corresponding to real dynamics at h = 1 fs (slight deviations in
Figure 6a at intermediate t are explained by relaxation of the
chain variables, which were set equal to zero, wj = 0 and νj = 0
with j = 2, ...,M , at t = 0). Hence, the quasidynamics produced
by the EINOmethod are free from the drag that would be caused
by the introduction of the thermostats.
3.3. CPU Speedup. From the information already given, we can

conclude that the EINO approach allows huge sizes of the outer
time stepwhich at h∼ 5120 fs are by a factor of 5120/8 = 640 larger

than those of the standard RESPA scheme (for the latter, the
maximal h is63,64 on the order of 8 fs). Note, however, that
the ideal 640-fold increase in computational efficiency can-
not be realized because a nonzero portion θ > 0 of CPU time
is needed to evaluate the short-range forces and torques. This
portion (0 < θ < 1) can be measured in terms of the cost ratio of
calculating such (cheap) forces and torques to (expensive) long-
range interactions. Let hMTS and hSTS be the maximal sizes of the
time step which are possible to use by some MTS (n > 1) and
STS (nSTS = 1) algorithms, respectively. Then, taking into
account that nearly the same integration time t (see section 3.2)
is required to reach an asymptotic behavior for all of the approaches
considered, the actual relative speedup can be estimated as
Λ = n(1 � ξ)(1 + θ)/(1 + nθ). Here, n = hMTS/hSTS with
hSTS = 4 fs, since the fixed inner step (h/n = 4 fs) is employed
for any n to achieve the same precision corresponding to fast
dynamics. The multiplier 0 < ξ < 1 takes into account the over-
head of the INO and EINO techniques on the propagation of extra
(thermostatting) phase variables.
Thus, the ideal CPU speedupΛmax = n can be expected only in

a hypothetical case when θ f 0 and ξ f 0. In practical
calculations Λ < n because the quantities θ and ξ are always
finite. These quantities depend on details of the simulations,
implemented program code, and the compilers and platform
used. The present calculations were performed on the SGI Altix
4700 supercomputer using the Linux Intel Fortran compiler. In
the case of N = 512 with rc = 9 Å and Rc = L/2 = 12.417 Å, we
found that θ≈ 1/20, while ξ≈ 0.1. With decreasing rc to 7 Å, the
ratio θ decreases to 1:50. The CPU speedups Λ for different
MTS algorithms, obtained in the MD simulations of water with
respect to the STS Verlet integrator (at h = 4 fs), are plotted in
Figure 7 as functions of the size of the outer time step by the
lower (rc = 9 Å) andmedium (rc = 7 Å) lying curves. The symbols
are related to the maximal values of h, which are still safely
workable within a given algorithm.
As can be seen in Figure 7, the RESPA and ERESPA schemes

only slightly (Λ = 2�3) increase the efficiency. A better pattern is
observed for the ENH and ISO integrators which can reduce the
overall CPU costs up to Λ = 10 times. The best results are
achieved within the INO (triangles) and EINO (full circles)
algorithms. They are able to speed up the MD calculations by
factors of Λ = 20 and 40, respectively. Such an increase is
explained by larger values of h, and thus n, which are inherent in
these algorithms. Remember that to cover the same integration
time t, the total number of steps t/h decreases with increasing h.

Figure 5. The EINO convergence of the potential energy [subset a] and
the error in the radial distribution functions [subset b] with an increase
in the length of the simulations at several fixed time steps, namely, h = 4,
16, 128, 512, and 5120 fs. The result in b for h = 1 fs corresponds to real
dynamics obtained within the Verlet algorithm.

Figure 6. The EINO convergence of the error Σ in the radial distri-
butions as a function of time t at several fixed step sizes h for rc = 9 Å
[τ = 400 fs, subset a] and rc = 7 Å [τ = 10 fs, subset b]. Other notations
are similar to those of Figure 5b.
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This leads to an increase in the overall computational efficiency
since the extra INO and EINO thermostatting costs are minimal
(ξ≈ 0.1). Note also that the values ofΛ increase with decreasing
the cutoff radius rc from 9 Å to 7 Å because of lowering θ, despite
the decrease of the maximum allowable size of the outer time step.
This is so because then the computational costs spent on the calcula-
tion of the short-range interactions drop significantly. Moreover,
taking into account that the ratio θ is approximately proportional
to (rc/Rc)

3, the speedup will further increase with an increase in
the size of the system. For instance, for a collection of N = 5120
water molecules, it is expected that the relative speedup will be
on the order of Λ ≈ 150 (the upper lying curve in Figure 7).
The choice of optimal values for rc and Rc goes beyond the
scope of the current paper and will be reported elsewhere.

4. CONCLUSION

We have proposed a newmultiscale approach to overcome the
restrictions on time step sizes in MD simulations of interaction
site models of fluids with orientational degrees of freedom. It
presents a nontrivial combination of the decomposition operator
method with a special extrapolation of intermolecular interac-
tions complemented by a modified isokinetic Nos�e�Hoover
chain thermostat. This has allowed us to substantially enlarge the
size of the outer time step when propagating the phase space vari-
ables and, thus, significantly improve the efficiency of MD com-
putations. As is shown on the basis of MD simulations for the
rigid TIP4Pmodel of ambient water, giant step sizes up to several
picoseconds become possible without losing numerical stability
and affecting equilibrium properties. Such steps are up to 3
orders of magnitude larger than those of single-scale Verlet-type
integrators and by a factor of 50 longer than the maximal time
steps feasible with the best previous multiple time step algo-
rithms. This constitutes a considerable advantage forMD simula-
tion ofmolecular liquids, withmany applications in solution chemistry.

The new approach could be extended to more complex
models of liquids and solutions in the presence of both rigid
and flexible atomic groups, including solvated proteins and other
biomolecules. The latter presents the biggest challenges, since it
requires introducing three or more time scales. The fastest one
is related to the internal bond and bending vibrations of atoms
within themolecule. For large proteins, we should take into account
very slow collective dynamics of molecular domains which can
influence the atomic motion. Then, an interplay between the

solvent hydrodynamics and solute movements will also take place,
resulting in an extremely large separation between the time scales.
Similar difficulties might arise when coupling the proposed MD
methodology with the statistical�mechanical, 3D-RISM-KH
molecular theory of solvation.67�69 All of these problems will
be a subject of future investigations.

’APPENDIX A: CANONICITY OF THE INC DYNAMICS

It should be pointed out that the qusidynamics generated by
the proposed INC equations of motion cannot provide the
canonical distribution in velocity space because of the imposed
individual kinetic constraints (eq 4). Nevertheless, the config-
urational part Z (J ) of the extended partition function G (J )
obtained within the INC approach does correspond to the true
canonical distribution of the physical system (at temperatureJ ).
This allows one to perform the genuine canonical averages of
position- and orientation-dependent properties in equilibrium.

Indeed, taking into account eq 4, one sees that the partition
function in the extended phase space (the basic system plus chain
thermostats) is of the form

Q ¼
Z YN

i¼ 1
dVi dΩi dνi dwi

� Yx, y, z
α

δðμV 2
i,α þ miν

2
1, i,α � kBT Þ

� YX , Y ,Z
α

δðJαΩ2
i,α þ ji,αw

2
1, i,α � kBT Þ

�
YM
a¼ 1

dria e
ð � UðrÞ þ ∑ i,α

Ti,αðV ,Ω, ν, wÞÞ=ðkBT Þ

�
YN ,M

i, a¼ 1
dria e

�UðrÞ=ðkBT Þ � Z ðT Þ ðA1Þ

where rt {ria} denotes the whole set of atomic positions,U(r) is
the full potential energy of the system, and Ti,α(V,Ω,ν,w) =
μVi,α

2 /2 + JαΩi,α
2 /2 + ∑Mj¼1(mνj,i,α

2 + jαwj,i,α
2 )/2 are the i,αth

components of the total kinetic energy, which includes the real
and imaginary velocity-type variables. Integrating in eq A1 over
all of these variables and taking into account the presence of the δ
functions gives the desired result G � Z .

’APPENDIX B: ANALYTICAL EXPRESSIONS FOR SIN-
GLE EXPONENTIAL OPERATORS

Apart from the possibility of using huge time steps, another
great advantage of the proposed EINO method is that all of the
single exponentials in eq 13 can be handled analytically. Really, in
view of eq 7, the actions of operators eBwsh/(2n) on translational
phase variables V and ν1 can first be factorized into the Cartesian
components

eBws
h
2nfV, ν1g ¼

Yx, y, z
α

eB
t
ws,α

h
2nfVα, ν1,αg ðB1Þ

and then expressed in terms of hyperbolic functions

eB
t
ws,α

h
2nfVα, ν1,αg

¼ Vα þ ϑ�1
α tanhðht,αÞ

1 þ Vαϑα tanhðht,αÞ,
ν1,α cosh�1ðht,αÞ

1 þ Vαϑα tanhðht,αÞ

( )
ðB2Þ

Figure 7. CPU speedup for different MTS algorithms in MD simulations
of water relative to the STS integrator. The results obtained for N = 512
molecules with cutoff radii rc = 9 Å and rc = 7 Å appear as the lower and
middle lying curves, respectively. The theoretical estimations for
N = 5120 with rc = 7 Å are presented by the upper curve. The symbols
correspond to themaximumallowable values of h for each of the algorithms.
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with ϑα = (Tα
t /μ)�1/2 and ht,α = μ�1Fws,αϑαh/(2n). The

expressions in the case of rotation motion for orientational
phase variables Ω and w1 are somewhat more complicated,
namely,

eBws
h
2nfΩ,w1g ¼ eB

r
ws,X

h
4nfΩX ,w1,Xg eB

r
ws, Y

h
4nfΩY ,w1, Yg

�eB
r
ws,Z

h
2nfΩZ,w1,ZgeBrws, Y h

4nfΩY ,w1, Yg
� eB

r
ws,X

h
4nfΩX ,w1,Xg þ O ðh3Þ ðB3Þ

where

eB
r
ws,α

h
2nfΩα,w1,αg

¼ Ωα þ χ�1
α tanhðhr,αÞ

1 þ Ωαχα tanhðhr,αÞ,
w1,α cosh�1ðhr,αÞ

1 þ Ωαχα tanhðhr,αÞ

( )

ðB4Þ
with χα = (Tα

r /Jα)
�1/2, hr,α = Jα

�1Gαχαh/(2n), andGα =Gws,α +
(Jβ � Jγ)ΩβΩγ. It should be mentioned that the principal
(α = X,Y,Z) components of the orientational part of Bws,α do not
commute because of the existence of the inertial torque terms
(Jβ � Jγ)ΩβΩγ (see eq 7). Thus, contrary to the simple
factorization (eq B1) used for the Cartesian (α = x,y,z)
components of the translational part of Bws,α, the extra
decomposition (eq B3) has been exploited to achieve the
desiredO (h3) one-step accuracy. Then, the partial operators
eBws,αh/(2n) acting on angular velocities Ω and w1 will change
only their αth component according to eq B4 at constant
values of the remaining two parts β and γ.

Additional splitting is needed for analytical handling of the
INC thermostat propagator eBinch/(2n). In view of eqs 8�10, it can
be decomposed as

eBinc
h
2n ¼ Yx, y, z

α
½eBtinc,α h
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where (for M e 3):

eB
t
inc,α

h
2nnt ¼ eBν3,α

h
8nnt eBν2,α

h
4nnt eBν3,α

h
8nnt eBV , ν,α

h
2nnt eBν3,α

h
8nnt

� eBν2,α
h

4nnt eBν3,α
h

8nnt ,

e
Brinc,α

h
2nnrα ¼ e

Bw3,α
h

8nnrα e
Bw2,α

h
4nnrα e

Bw3,α
h

8nnrα e
BΩ,w,α

h
2nnrα e

Bw3,α
h

8nnrα

� e
Bw2,α

h
4nnrα e

Bw3,α
h

8nnrα ðB6Þ
In eq B6, the internal loops with nt g 1 and nα

r g 1 cycles have
been introduced to improve the accuracy of the INC thermostat
integration. This is necessary if the thermostatting correlation
times are small, i.e., if τt ∼ h/n and τr,α ∼ h/n. Then, nt and nα

r

should be chosen in order to satisfy the inequalities h/(2nnt),
τt and h/(2nnα

r ) , τr,α. The extra precision can be reached by
applying the triple concatenation56 of eq B6 at ht ςh, (1� 2ς)h,
and again at ht ςh, where ς = 1/(2 � 21/2). Such a concatena-
tion reduces the uncertainty of the decompositions from O (h3)
to a negligibly small level of O (h5). When τt . h/n and τr,α .
h/n, one can set nt = 1 and nα

r = 1.
The action of the single exponential operators in eq B6 on

the extended phase variables can be presented in terms of ele-
mentary functions as well. Using eqs 9 and 10, one finds for the

translational components

eBV , ν,α
h

2nntfVα, ν1,αg ¼ 1 þ ν21,ατ
2
t kBT

4Tt
α

�

� ðe�ν2,α h
nnt � 1Þ

��1=2

fVα, e
�ν2,α h

2nntν1,αg,

eBν2,α
h

4nntν2,α ¼ ν2,αe
�ν3,α h

4nnt þ 2 ν21,α �
1
τ2t

 !

� e�ν3,α h
8nnt

ν3,α
sinh ν3,α

h
8nnt

� �
,

eBν3,α
h

8nntν3,α ¼ ν3,α þ ν22,α �
1
τ2t

 !
h

8nnt
ðB7Þ

The analogous expressions for the rotational components read

e
BΩ,w,α

h
2nnrαfΩα,w1,αg ¼ 1 þ w2

1,ατ
2
r,αkBT
4Tr

α

�

� ðe�w2,α
h

nnrα � 1Þ
��1=2

fΩα, e
�w2,α

h
2nnrαw1,αg,

e
Bw2,α

h
4nnrαw2,α ¼ w2,αe

�w3,α
h

4nnrα þ 2 w2
1,α �

1
τ2r,α

 !

� e
�w3,α

h
8nnrα

w3,α
sinh w3,α

h
8nnrα

 !
,

e
Bw3,α

h
8nnrαw3,α ¼ w3,α þ w2

2,α �
1
τ2r,α

 !
h

8nnrα
ðB8Þ

Note that the simultaneous transformations of (Vα,ν1,α) and
(Ωα,w1,α) given by eqs B2 and B4 as well as B7 and B8 conserve
the individual kinetic constraints (eq 4) to within a machine
accuracy at any time step size h. This has been achieved by the
special decompositions (eqs 7 and 8) and analytical (i.e., exact)
expressions for the single exponential propagators. Such a
conservation must be considered as a very important feature of
the proposed algorithm because now in principle arbitrarily large
values of h can be exploited without a loss of numerical stability
despite the fact that the phase trajectories are produced approxi-
mately (O (h2) 6¼ 0 in eq 13). The stability can be improved
additionally by recalculating Tα

t = μVα
2/2 + kBJ τt

2ν1,α
2 /4 and

J Tα
r � JαΩα

2/2 + kBJ τr,α
2 wr,α

2 /4 in eqs B2, B4, B7, and B8
before each time step rather to merely put Tα

t = kBJ /2 and Tα
r =

kBJ /2. This prevents the accumulation of machine errors and
provides the constraint conservation not only locally but also
globally for any time t . h.

It should be pointed out also that the relatively large number of
single exponentials appearing in the EINO propagation presents
no numerical difficulties. The action of these exponentials on a
phase space point leads to simple analytical transformations
given by elementary functions. They incur practically negligible
computational costs, compared to those necessary to spend on
the calculation of intermolecular forces and torques. The numer-
ical overheating can be reduced to a minimum by replacing the
elementary (exponents and hyperbolic trigonometric) functions
with their rational counterparts. This can be useful especially for
thermostatting propagation (eqs B5 and B6) if nt > 1 and nα

r > 1.
The rational counterparts can be obtained by expanding the
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functions in power series with respect to their arguments, taking
into account that the latter are small. The expansion can be
restricted to a finite number of terms within the required
precision. For instance, for the first lines of eq B7 and B8, when
ξ = ν2,αh/(2nnt) or ξ = w2,αh/(2nnα

r ), we have e�ξ = (1 � ξ/
2)/(1 + ξ/2) + O (h3) or even e�ξ = (1 � ξ/2 + ξ2/12)/
(1 + ξ/2 + ξ2/12) + O (h5) that already exceeds the one-step
precision O (h3) of the basic integration. At the same time, in
these lines, it is necessary to put e�2ξ = (e�ξ)2 rather than directly
expand e�2ξ. This maintains the exact conservation of the kinetic
constraints. Similar counterparts can be used in the second lines
of eqs B7 and B8 exploiting the equality 2e�ξ/2 sinh(ξ/2)/ξ =
(1� e�ξ)/ξ = 1/(1 + (ξ/2) +O (h3) or 1/(1 + ξ/2 + ξ2/12) +
O (h5).

’AUTHOR INFORMATION

Corresponding Author
*E-mail: omelyan@icmp.lviv.ua; andriy.kovalenko@nrc-cnrc.gc.ca.

’ACKNOWLEDGMENT

We gratefully acknowledge the financial support by the
ArboraNano—the Canadian Forest NanoProducts Network
and by the National Research Council (NRC) of Canada. I.P.O.
is thankful for the hospitality during his stay at the University of
Alberta and the National Institute for Nanotechnology.

’REFERENCES

(1) Allen, M. P.; Tildesley, D. J. Computer Simulation of Liquids;
Clarendon: Oxford, U.K., 1987.
(2) Frenkel, D.; Smit, B. Understanding Molecular Simulation: from

Algorithms to Applications; Academic Press: New York, 1996.
(3) Theodorou, D. N.; Kotelyanski, M. Simulation Methods for

Polymers; Marcel Dekker: New York, 2004.
(4) Leimkuhler, B.; Reich, S. Simulating Hamiltonian Dynamics;

Cambridge University Press: Cambridge, U.K., 2005.
(5) Rojnuckarin, A.; Kim, S.; Subramaniam, S. Proc. Natl. Acad. Sci.

U.S.A. 1998, 95, 4288.
(6) Hern�andez, G.; Jenney, F. E., Jr.; Adams, M. W. W.; LeMaster,

D. M. Proc. Natl. Acad. Sci. U.S.A. 2000, 97, 3166.
(7) Karplus, M.; McCammon, J. A. Nat. Struct. Biol. 2002, 9, 646.
(8) Zhang, Y.; Peters, M. H.; Li, Y. Proteins: Struct., Funct., Genet.

2003, 52, 339.
(9) Grubm€uller, H.; Heller, H.; Windemuth, A.; Schulten, K. Mol.

Simul. 1991, 6, 121.
(10) Tuckerman, M. E.; Berne, B. J.; Martyna, G. J. J. Chem. Phys.

1992, 97, 1990.
(11) Stuart, S. J.; Zhou, R.; Berne, B. J. J. Chem. Phys. 1996,

105, 1426.
(12) Kopf, A.; Paul, W.; D€unweg, B. Comput. Phys. Commun. 1997,

101, 1.
(13) Zhang, G.; Schlick, T. J. Comput. Chem. 1993, 14, 1212.
(14) Zhang, G.; Schlick, T. J. Chem. Phys. 1994, 101, 4995.
(15) Schlick, T.; Barth, E.; Mandziuk, M. Annu. Rev. Biophys. Biomol.

Struct. 1997, 26, 181.
(16) Barth, E.; Schlick, T. J. Chem. Phys. 1998, 109, 1617.
(17) Garcia-Archilla, B.; Sanz-Serna, J. M.; Skeel, R. D. SIAM J. Sci.

Comput. 1998, 20, 930.
(18) Izaguirre, J. A.; Reich, S.; Skeel, R. D. J. Chem. Phys. 1999,

110, 9853.
(19) Ma, Q.; Izaguirre, J. A. Multiscale Model. Simul. 2003, 2, 1.
(20) Izaguirre, J. A.; Catarello, D. P.; Wozniak, J. M.; Skeel, R. D.

J. Chem. Phys. 2001, 114, 2090.
(21) Skeel, R. D.; Izaguirre, J. A. Mol. Phys. 2002, 100, 3885.

(22) Melchionna, S. J. Chem. Phys. 2007, 127, 044108.
(23) Martyna, G. J.; Tuckerman, M. E.; Tobias, D. J.; Klein, M. L.

Mol. Phys. 1996, 87, 1117.
(24) Cheng, A.; Merz, K. M., Jr. J. Phys. Chem. B 1999, 103, 5396.
(25) Komeiji, J. THEOCHEM 2000, 530, 237.
(26) Shinoda, W.; Mikami, M. J. Comput. Chem. 2003, 24, 920.
(27) Minary, P.; Martyna, G. J.; Tuckerman, M. E. J. Chem. Phys.

2003, 118, 2510.
(28) Minary, P.; Tuckerman, M. E.; Martyna, G. J. Phys. Rev. Lett.

2004, 93, 150201.
(29) Abrams, J. B.; Tuckerman, M. E.; Martyna, G. J. Computer

Simulations in Condensed Matter Systems: From Materials to Chemical
Biology; Springer-Verlag: Berlin, 2006; Vol. 1. [Lect. Notes Phys. 2006,
703, 139.]

(30) Zhou, R.; Berne, B. J. J. Chem. Phys. 1995, 103, 9444.
(31) Watanabe, M.; Karplus, M. J. Phys. Chem. 1995, 99, 5680.
(32) Barth, E.; Schlick, T. J. Chem. Phys. 1998, 109, 1633.
(33) Mandziuk, M.; Schlick, T. Chem. Phys. Lett. 1995, 237, 525.
(34) Schlick, T.; Mandziuk, M.; Skeel, R. D.; Srinivas, K. J. Comput.

Phys. 1998, 140, 1.
(35) Ma, Q.; Izaguirre, J. A.; Skeel, R. D. SIAM J. Sci. Comput. 2003,

24, 1951.
(36) Ciccotti, G.; Ryckaert, J. P.; Ferrario, M. Mol. Phys. 1982,

47, 1253.
(37) Andersen, H. C. J. Comput. Phys. 1983, 52, 24.
(38) MacKerell, A. D., Jr.; Bashford, D.; Bellott, M.; Dunbrack, R. L.,

Jr.; Evanseck, J. D.; Field, M. J.; Fischer, S.; Gao, J.; Guo, H.; Ha, S.;
Joseph-McCarthy, D.; Kuchnir, L.; Kuczera, K.; Lau, F. T. K.; Mattos, C.;
Michnick, S.; Ngo, T.; Nguyen, D. T.; Prodhom, B.; Reiher, W. E., III;
Roux, B.; Schlenkrich, M.; Smith, J. C.; Stote, R.; Straub, J.; Watanabe,
M.; Wi�orkiewicz-Kuczera, J.; Yin, D.; Karplus, M. J. Phys. Chem. B 1998,
102, 3586.

(39) Chen, B.; Martin, M. G.; Siepmann, J. I. J. Phys. Chem. B 1998,
102, 2578.

(40) Dullweber, A.; Leimkuhler, B.; McLachlan, R. J. Chem. Phys.
1997, 107, 5840.

(41) Omelyan, I. P. Comput. Phys. 1998, 12, 97.
(42) Omelyan, I. P. Comput. Phys. Commun. 1998, 109, 171.
(43) Omelyan, I. P. Phys. Rev. E 1998, 58, 1169.
(44) Matubayasi, N.; Nakahara, M. J. Chem. Phys. 1999, 110, 3291.
(45) Miller, T. F., III; Eleftheriou, M.; Pattnaik, P.; Ndirango, A.;

Newns, D.; Martyna, G. J. J. Chem. Phys. 2002, 116, 8649.
(46) Omelyan, I. P. J. Chem. Phys. 2007, 127, 044102.
(47) Omelyan, I. P. Phys. Rev. E 2008, 78, 026702.
(48) Ikeguchi, M. J. Comput. Chem. 2004, 25, 529.
(49) Kamberaj, H.; Low, R. J.; Neal, M. P. J. Chem. Phys. 2005,

122, 224114.
(50) Okumura, H.; Itoh, S. G.; Okamoto, Y. J. Chem. Phys. 2007,

126, 084103.
(51) Kutteh, R.; Jones, R. B. Phys. Rev. E 2000, 61, 3186.
(52) Terada, T.; Kidera, A. J. Chem. Phys. 2002, 116, 33.
(53) Davidchack, R. L.; Handel, R.; Tretyakov, M. V. J. Chem. Phys.

2009, 130, 234101.
(54) Swope, W. C.; Andersen, H. C.; Berens, P. H.; Wilson, K. R.

J. Chem. Phys. 1982, 76, 637.
(55) Omelyan, I. P.; Mryglod, I. M.; Folk, R. Phys. Rev. E 2002,

65, 056706.
(56) Creutz, M.; Gocksch, A. Phys. Rev. Lett. 1989, 63, 9.
(57) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey,

R. W.; Klein, M. L. J. Chem. Phys. 1983, 79, 926.
(58) Omelyan, I. P. Comput. Phys. Commun. 1997, 107, 113.
(59) Zhou, R.; Harder, E.; Xu, H.; Berne, B. J. J. Chem. Phys. 2001,

115, 2348.
(60) Qian, X.; Schlick, T. J. Chem. Phys. 2002, 116, 5971.
(61) Han, G.; Deng, Y.; Glimm, J.; Martyna, G. Comput. Phys.

Commun. 2007, 176, 271.
(62) Morrone, J. A.; Zhou, R.; Berne, B. J. J. Chem. Theory Comput.

2010, 6, 1798.



16 dx.doi.org/10.1021/ct200157x |J. Chem. Theory Comput. 2012, 8, 6–16

Journal of Chemical Theory and Computation ARTICLE

(63) Omelyan, I. P.; Kovalenko, A. J. Chem. Phys. 2011, 135, 114110.
(64) Omelyan, I. P.; Kovalenko, A. J. Chem. Phys. 2011, to be

published.
(65) Omelyan, I. P. Mol. Phys. 1998, 93, 123.
(66) Omelyan, I. P.; Mryglod, I. M.; Tokarchuk, M. V. Condens.

Matter Phys. 2005, 8, 25.
(67) Kovalenko, A. In Molecular Theory of Solvation; Hirata, F., Ed.;

Kluwer Academic Publishers: Norwell, MA, 2003; Vol. 24, Chapter 4.
(68) Miyata, T.; Hirata, F. J. Comput. Chem. 2008, 29, 871.
(69) Luchko, T.; Gusarov, S.; Roe, D. R.; Simmerling, C.; Case,

D. A.; Tuszynski, J.; Kovalenko, A. J. Chem. Theory Comput. 2010, 6, 607.



Published: November 21, 2011

r 2011 American Chemical Society 17 dx.doi.org/10.1021/ct200615k | J. Chem. Theory Comput. 2012, 8, 17–23

ARTICLE

pubs.acs.org/JCTC

Protecting High Energy Barriers: A New Equation to Regulate Boost
Energy in Accelerated Molecular Dynamics Simulations
William Sinko,*,†,|| C�esar Augusto F. de Oliveira,*,‡,§,|| Levi C. T. Pierce,‡ and J. Andrew McCammon†,‡,§

†Biomedical Sciences Program, University of California San Diego, La Jolla, California 92093-0365, United States
‡Department of Chemistry & Biochemistry, Department of Pharmacology, and NSF Center for Theoretical Biological Physics,
University of California San Diego, La Jolla, California 92093-0365, United States
§Howard Hughes Medical Institute, University of California San Diego, La Jolla, California 92093-0365, United States

bS Supporting Information

ABSTRACT: Molecular dynamics (MD) is one of the most common tools in computational chemistry. Recently, our group has
employed accelerated molecular dynamics (aMD) to improve the conformational sampling over conventional molecular dynamics
techniques. In the original aMD implementation, sampling is greatly improved by raising energy wells below a predefined energy
level. Recently, our group presented an alternative aMD implementation where simulations are accelerated by lowering energy
barriers of the potential energy surface. When coupled with thermodynamic integration simulations, this implementation showed
very promising results. However, when applied to large systems, such as proteins, the simulation tends to be biased to high energy
regions of the potential landscape. The reason for this behavior lies in the boost equation used since the highest energy barriers are
dramatically more affected than the lower ones. To address this issue, in this work, we present a new boost equation that prevents
oversampling of unfavorable high energy conformational states. The new boost potential provides not only better recovery of
statistics throughout the simulation but also enhanced sampling of statistically relevant regions in explicit solvent MD simulations.

’ INTRODUCTION

Molecular dynamics simulation (MD) is one of the most
common tools used by computational chemists to study the
dynamic behavior of biomolecules.1,2 However, conventional
MD techniques (cMD) are still limited to relatively short time
scales, which hinder observation of conformational transitions
that are essential for protein function.1,3 Most of these transitions
occur on a time scale of milliseconds to seconds or longer and
often involve the rare crossing of high energy barriers. In an effort
to extend the time scale of all-atom molecular dynamics simula-
tions of biomolecules, our group recently proposed an enhanced
sampling technique called accelerated molecular dynamics (aMD).
This method, which is based on the hyperdynamics technique in-
troduced by Voter,4 has been shown to increase conformational
sampling of biomolecules over cMD.3 Recently, our group has
been successfully using aMD in a wide range of applications and
biological systems.3,5�11

Two major implementations of the boost equation for aMD
have been proposed. In the original implementation, the boost
potential is defined according to eq 1.3,5

ΔV a ¼ ðE1 � VðrÞÞ2
ðα1 þ E1 � VðrÞÞ ð1Þ

A continuous non-negative boost potential function, ΔV a, is
added the original potential surface, V(r), such that regions
around the energy minima are raised and those near high barriers
or saddle points are left unaffected. Thus, whenever V(r) is below
a chosen threshold boost energy, E1, the simulation is performed
on the modified potential V *(r) = V(r) + ΔVa; otherwise,
sampling is performed on the original potential V *(r) = V(r).

The parameter α1 modulates roughness and the depth of the
energy minima on the modified surface.

To recover the correct canonical ensemble, each frame of the
simulation must be reweighted using the Boltzmann factor eβΔV[r].
Since the lowest energy wells may be associated with the largest
boost values, the reweighting can have a detrimental effect on the
statistics.8,12

To address this issue, a second implementation was intro-
duced in which energy barriers are modified, instead of energy
minima.8

ΔV b ¼ ðVðrÞ � E1Þ2
ðα1 þ VðrÞ � E1Þ ð2Þ

A continuous negative boost potential function,ΔVb(r), is added
to the original potential surface, V(r), such that regions around
the energy barriers are lowered and those near theminima are left
unaffected. Thus, whenever V(r) is above the boost energy, E1,
the simulation is performed on the modified potential V*(r) =
V(r) � ΔVb; otherwise, sampling is performed on the original
potential V*(r) = V(r).

This implementation improves the statistical reweighting
problem by allowing much of the simulation to remain in the
original potential surface, which in this case needs no reweighing.
However, application of ΔVb tends to oversample high energy
regions of the potential landscape. As can be seen in eq 2, the
boost potential is proportional to the difference V(r)� E, and as
a consequence regions of the potential surface displaying large
V(r) (or high-energy regions) are affected significantly more than

Received: April 6, 2011
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regions with relatively low energy barriers. When applied to large
systems, such as proteins, the simulation tends to be biased toward
high energy regions of the potential landscape. In small systems,
application of ΔVb revealed promising results when combined
with free energy calculations, such as thermodynamic integration
(TI).8

In this work, we describe a new boost potential (eq 3) in an
attempt to combine the strengths of the two previous imple-
mentations.

’RESULTS AND DISCUSSION

A possible way to overcome the sampling issues associated
with ΔVb is to modify the boost potential equation so that its
magnitude reduces significantly at large values of V(r) � E.

New equation ΔVc:

ΔV c ¼ ðVðrÞ � E1Þ2
ðα1 þ VðrÞ � E1Þð1 þ e�ðE2 � VðrÞÞ= α2Þ ð3Þ

We defined a second energy level (E2) in order to return the
modified potential surface back to the original one whenever the
potential energy of the system is larger than E2. This boost
equation is shown above asΔVc (eq 3). The second energy level
allows the user to define a window of acceleration between E1
and E2. To regulate the return to the original potential upon
crossing E2, a second parameter α is required (α2). The term in
the large brackets in the denominator is responsible for bringing
the boost to zero when the potential energyV(r) is higher than E2.
Thus, when V(r) is higher than E2, (1 + e�(E2�v(r))/α2) tends to a
very large positive number, and as a result, the modified potential
converges to the original one, V(r). On the other hand, when V(r)
is lower than E2, the term (1 + e�(E2�v(r))/α2) tends to 1, which
results in ΔVc = ΔVb or eq 2.

We explored the new boost equation by creating a hypothet-
ical one-dimensional potential using the analytical equation
below:

VðrÞ ¼ � 200 þ 50

� cosðr � πÞ � 1� r2

r þ ð1� rÞ �
ffiffiffiffiffiffiffiffiffiffi
3� r
4

r
0
BBB@

1
CCCA
ð4Þ

Figure 1 displays the effect of boost energy E (E1 and E2) and α
(α1 and α2) on eqs 2 and 3. The upper solid black line represents
the unmodified potential V(r), while the lower solid black line
represents modified potential V(r)* generated after the applica-
tion of eq 2, ΔVb. Boost energies E are shown as dashed lines.
The solid colored lines represent different modified potentials,
V(r)*, generated by ΔVc with different sets of parameters.
Figure 1A shows that high energy barriers can be selectively
protected by setting different values of E2. It is worth noting that
the modified potential generated by ΔVc follows closely along
ΔVb until the difference between E2 and E1 is similar to the
difference between V(r) and E1 (Figure 1A and B).

Like in the original implementation, the degree of acceleration
is controlled by the parameter α1 and E1. Parameter α2 controls
how strongly energy barriers higher than E2 are protected. For
instance, when V is higher than E2, in the limit α2f∞, the term
(1 + e�(E2‑v(r))/α2)f2 and ΔVc converges to 1/2ΔVb, and

as a result, large energy barriers are not effectively protected anymore.
On the other hand, when α2f0, the term (1 + e�(E2�v(r))/α2)f∞
andΔVcf0, thus keeping all energy regions, whereV(r) is higher
than E2, unchanged. Figure 1C displays the effects ofα2 onV*(r).

Although this new implementation introduces two new para-
meters, E2 and α2 are easily estimated. Initial guesses for α2 are
based on the hypothetical one-dimensional potential shown in
Figure 1. To keep the underlying shape of the original potential
surface and effectively protect energy barriers higher than E2, α2

is recommended to be proportional to the difference∼ (E2� E1).
More specifically, we estimate α2 to be between 20 and 60% of
the difference (E2 � E1). Energy levels E1 and E2 are estimated
from short cMD simulations. SinceΔVc is only effectively applied
to the system whenever the potential V(r) is higher than E1, it is
important to not set E1 much higher than the average potential
energy of system, ÆV(r)æ, in order to guarantee a minimum
degree of acceleration. In this work, V(r) and ÆV(r)æ correspond

Figure 1. Hypothetical one-dimensional potential representing the
effect of ΔVc. In all charts, α1 = 200 and E1 = �250. The upper and
lower solid black lines represent the original potential and the modified
potential generated with ΔVb, respectively. This color scheme is
used throughout. (A) Effects of different parameters E2 (dashed colored
lines) on the modified potential generated with ΔVc (solid colored
lines). (B) Boost levelsΔVb (solid black line) andΔVc (colored lines) as
V(r) moves away from E1. For both A and B, α2 =15 and E2 = �100
(red), 0 (blue), and 150 (green). (C) Effect of varying α2 parameter on
ΔVc: α2 = 3 (red), 15 (blue), and 75 (green) with E2 = 0.
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to the instantaneous and average dihedral energy, respectively. E2
is simply defined as E2 = E1 +ΔE, whereΔE is the highest energy
barrier that is allowed to be crossed. The selection of optimum
boost parameters is bound to be system dependent. For this
reason, short aMD runs are strongly recommended to fine-tune
parameters α1 and E1. Failure in obtaining suitable parameters
may lead to two possible scenarios: (i) No or extremely low
acceleration is effectively applied to the system. In this case, aMD
and cMD will likely generate very similar trajectories. (ii)
Extremely high acceleration is applied to system, which results in
serious structural and energetic instabilities.

Unless otherwise stated, all simulations were performed applying
the boost potential ΔVc to the dihedral terms of the potential
energy function. Enhanced sampling techniques, such as aMD,
based on the dihedral energy contributions have been successfully
used to effectively enhance conformational sampling of biomole-
cules.10,13�17 The approach presented in this work can be easily
extended to the nonbonded energy terms via the dual boost

method.9 To investigate the use of the new boost equation ΔVc,
we first compared our aMD simulations results of fully solvated
alanine dipeptide to cMD protocols. Alanine dipeptide has been
extensively studied as a model system to evaluate free energy and
conformational change in biomolecular simulations.18�24 Figure 2A
displays the time evolution of the Ψ angle during the cMD and
five aMD simulations of 10 ns. As can be clearly seen, the number
of Ψ transitions dramatically increases as we modify boost
parameters E2 andα2. Figure 2B�E show the free-energy density
plots obtained from cMD simulations of 10 ns, 100 ns, and 1 μs
and an aMD simulation of 10 ns. The free-energy density plots
were calculated from the population of states sampled on each
simulation. To recover the corrected canonical ensemble, each
frame of the aMD trajectory was Boltzmann weighted by its
respective boost factor. Figure 2B reveals that the conformational
sampling obtained from 10 ns of cMD is mainly restricted to
α-helical (Φ < 0� and �60� < Ψ < 0�) and β-strand regions
(Φ < 0� and 120� < Ψ < 180�), with the α-helical region
displaying the most populated states. A significant increase in
conformational sampling is evident when the cMD is extended to
100 ns (Figure 2C). The most pronounced change can be seen in
the left-handed α-helix region (Φ ∼ 50 and Ψ ∼ 50), which is
now well sampled and is not observed in the cMD of 10 ns. A
dramatic increase in the number of transitions between the α-
helical and β-strand regions is also noted. To provide some
insights concerning the time scale accessed by our aMD runs, we
further extended the cMD simulation to 1 μs. A comparison of
Figure 2D and E clearly shows that there is good agreement
between the regions sampled by our short aMD of 10 ns and the
cMD of 100 ns and 1 μs. For the alanine dipeptide system, these
results suggest that aMD simulations with ΔVc can accelerate
conformational sampling by at least 10�100 fold.

While boosting through energy barriers is important for
sampling, limiting the boost to reduce the population of thermo-
dynamically unfavorable states is equally important. To illustrate
the advantage ofΔVc and its boost limiting capabilities overΔVb,
we analyzed and compared the Ψ and Ω angle transitions

Figure 2. Alanine dipeptide simulation results. (A) Ψ angle values
obtained from cMD and five different aMD simulations. From top to
bottom, aMDparameters were set toE2 = E1 + 15 andα1 = 5,E2 = E1 + 20
and α1 = 5, E2 = E1 + 25 and α1 = 5, E2 = E1 + 25 and α1 = 2.5, and
E2 = E1 + 25 and α1 = 1.25. In all simulations, E1 and α2 were set to 10
and 5, respectively. Weighted free energy density plots obtained from
cMD (B, C, D) and aMD with ΔVc (E). All values are in kcal/mol.

Figure 3. ψ and Ω angle values obtained from aMD simulations with
boost potentialsΔVb andΔVc. In all simulations, E1 = 10.0 and α1 were
set as shown on the far right. Additional parameters for aMD with ΔVc

were set to E2 = E1 + 15 and α2 = 5. All values are in kcal/mol.
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(cis/trans isomerization) obtained from the alanine dipeptide
simulations in both implementations. As seen in Figure 3, as the
degree of acceleration is increased (by reducing the value of
parameterα1),ΔV

b dramatically increases not onlyΨ but alsoΩ
dihedral transitions. Conversely,ΔVc promotes a very similar in-
crease inΨ dihedral transitions without affecting theΩ dihedral
angles. This result confirms the capability of ΔVc to accelerate
conformational transitions by selectively crossing energy bar-
riers lower than the predefined energy level. It is worth men-
tioning that ΔVb notably undersamples the normally preferred
region �50 > Ψ > +50 under high acceleration conditions.

To evaluate the applicability of equationΔVc to biomolecules,
we also performed aMD studies on a more complex model system,
decalanine.25 Figure 4 displays the distribution of eight Φ�Ψ
angles monitored along two cMD simulations of 50 and 350 ns
and two independent aMD of 50 ns. All simulations started from
a fully solvated and extended conformation. As expected, there is
a substantial improvement in conformational sampling when the
cMD simulation is extended from 50 ns to 350 ns (Figure 4A and B).
Similar results are obtained forΦ�Ψ angles 4�8 when we com-
pare aMD with both cMD simulations (Figure 4A, B, and C).
Interestingly, the opposite behavior is observed forΦ�Ψ angles
1�3 (Figure 4C). We attribute this result to the low degree of
acceleration used on the aMD simulation. Even though applica-
tion of ΔVc enhances conformational transitions of decalanine,
the small boost used in this simulation, as a test case, may not
generate the 7-fold acceleration expected from Figure 4C and B.
To investigate this issue and further explore the capability ofΔVc,
we carried out two extra aMD simulations of 50 ns in which we
(a) increased the acceleration by reducing theα1 value by a factor
of 2 (result is shown in Figure 4D) and (b) increased the degree
of acceleration by raising the energy level E2 (E2 = E1 + 35 kcal/mol),
in addition to reducing α1 by a factor of 2 (Figure S1, Supporting
Information). As expected, the different aMD simulations of

50 ns each (Figure 4C,D and Figure S1) cover different regions of
theΦ�Ψ subspace, with the more accelerated ones (Figure 4D)
showing better agreement with the cMD simulation of 350 ns
(Figure 4B). These results also agree with the fact that, by
lowering energy barriers, aMD increases the rate of escape from
minimum wells and thus generates more diverse trajectories for
complex systems with multidimensional energy landscapes such
as decalanine. Figure S1 displays the Φ�Ψ angle distributions
obtained with the highest degree of acceleration tested. It is
worth noting that there is better agreement with the conforma-
tional sampling obtained from the 350 ns of cMD, as a result of
the longer time scale accessed by this aMD simulation.

Decalanine can adopt numerous secondary structures making
it a challenging test case for enhanced sampling methods.25

Principal component analysis (PCA) shows that our ΔVc aMD
simulation explores energy wells that are not adequately sampled
by 350 ns of cMD simulation (Figure 5A, B, C). One of these
regions represents the state in which decalanine adopts an α-
helical conformation, energetically the most stable configuration.25

This folding event is evident in the aMD simulations, but not in the
cMD simulations despite the latter being 7-fold longer (Figure 2S).

Free energy calculations are useful in the optimization of com-
pounds for biological targets and host systems.26 However, these
calculations usually require a computationally expensive ensem-
ble generation either from Monte Carlo calculations or MD
simulations.27,28 As previously shown, coupling of aMDmethods
with free energy calculations, such as thermodynamic integration
(TI), revealed promising results when applied to simple model
systems.8 To further extend the applicability of aMD-based
approaches to free energy calculations, in this work, we modified
our original implementation by incorporating the boost equation
ΔVc into the TI simulations. As a test case, we calculated the
relative free energy difference between Ac2‑L‑Lys‑D‑Ala‑D‑Ala and
Ac2‑L‑Lys‑D‑Ala‑D‑Lac bound to vancomycin. This mutation, Ala

Figure 4. Decalanine Φ�Ψ angles distribution obtained from cMD
and aMD simulations. For the aMD simulations with ΔVc parameters
were set to E1 = 74, E2 = E1 + 25, α2 = 5, α1 = 30 (C), and α1 = 15 (D).
All values are in kcal/mol.

Figure 5. Principle component analysis obtained from decalanine MD
simulations. (A) 50 ns of aMD simulation withΔVc. Parameters were set
toE1 = 74,E2 =E1 + 25,α2 = 5, andα1 = 15, same as in Figure 4D. (B) 50 ns
of cMD simulation and (C) 350 ns of cMD simulation. Structures 1, 2,
and 3 shown in yellow represent relevant populated states in PC
subspace sampled by aMD and cMD.
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to Lac, confers to bacteria a resistance against vancomycin.29 The
experimental change in binding free energy has been determined
to be 4.1 kcal/mol, which corresponds to an approximately 1000-
fold decrease in affinity from DAla to DLac.

30

Figure 6A compares the relative free energy of binding (ΔΔG)
calculated from TI simulations using cMD and aMD with ΔVc.
To calculate the final free energy values, we divided the trajec-
tories in blocks of 200 ps, with the last block representing the
production phase. For example, a TI simulation of 800 ps
corresponds to an equilibration phase of 600 ps (three blocks)
followed by a collecting data phase of 200 ps, and a TI simulation
of 1000 ps corresponds to an equilibration phase of 800 ps (four
blocks) followed by the collecting data phase of 200 ps. Thus, the
points displayed in Figure 6A reveals how the calculated ΔΔG
changes as a function of the equilibration time.

It is worth mentioning that application of ΔVc notably
improves the convergence of ΔΔG when compared to standard
cMD TI simulation. In addition, the final free energy value ob-
tained with ΔVc (4.3 ( 0.3 kcal/mol) shows very good agree-
ment with the experimental value of 4.1 kcal/mol,30 while the
final free energy value from TI with cMD is 5.3 ( 0.3 kcal/mol.
Since the same force field and simulation conditions were applied
to both TI simulations, we attribute this difference solely on the
conformational sampling enhancement provided by the ΔVc.
Moreover, the error associated with each point suggests that the
faster convergence toward the final free energy value is statisti-
cally relevant. Interestingly, the cumulative free energy values
(Figure 6B) demonstrate that the TI simulations coupled with
cMD are indeed converging toward the ones coupled with aMD
as we increase the simulation time. Hence, inaccuracies in the
final value are likely to be primarily due to the lack of convergence

on λ points. These results indicate that ΔVc can effectively
enhance conformational sampling when coupled with TI simula-
tions and hence shorten the equilibration period required for
accurate free energy calculation.

’COMPUTATIONAL METHODS

ΔVc was implemented in the AMBER10 code31 as previously
reported.8

V
�
rð Þ ¼ V rð Þ �ΔV c

ΔV c ¼
ðVðrÞ � E1Þ2

ðα1 þ VðrÞ � E1Þð1 þ e�ðE2 � VðrÞÞ=α2Þ V rð Þ > E1
0 V rð Þ e E1

8>><
>>:

ð5Þ
All cMD, aMD and TI simulations were performed using a

modified version of the sander module of the AMBER10 package.31

TIP3P water molecules were used to solvate both the alanine
dipeptide anddecalanine systems.32 Abuffer region of 10 or 12Åwas
used in all systems. To eliminate any steric clashes, 100 steps of
conjugate gradient minimization were performed on all systems.
To bring the systems to the right density, we carried out cMD
simulations of 50 ps in which the NPT ensemble was applied.
Then, long cMD and aMD simulations were performed in which
the NVT ensemble was applied. All bonds involving hydrogen
atoms were constrained using the SHAKE algorithm.33 The
temperature and pressure were controlled using weak coupling
to external temperature and pressure baths.34 Electrostatic inter-
actions were computed via PME (particle mesh Ewald summation)
with a cutoffof 8.0Å. All simulationswere performed at temperature
of 300 K. In all accelerated simulations, the boost potential was
based on the dihedral energy. Principal components analysis was
performed using the ptraj module of the AMBER10 package. All
cMD simulations were projected onto the PC subspace obtained
from the aMD simulation displayed at Figure 4D. Alignment of the
trajectory was performed on backbone atoms of decalanine.

To study the use of the new boost equation on thermody-
namic integration calculations, we calculated the relative differ-
ence in the free energy of binding of Ac2‑L‑Lys‑D‑Ala‑D‑Ala and
Ac2‑L‑Lys‑D‑Ala�D‑Lac to a vancomycin dimer, starting from the
crystal structure of Ac2‑L‑Lys‑D‑Ala‑D‑Ala bound to vancomycin
(PDB ID: 1FVM). The glycopeptides and vancomycin were
parametrized using Antechamber. The system was solvated in a
cubic box of TIP3P water molecules, with a buffer region of 10 Å.31

Owing to the strong correlation between glycopeptides binding
affinity and vancomycin dimerization,35 we simulated the “back
to back” homodimer of vancomycin, as present in the X-ray
crystal structure. Both ligands were included in the model and
modified alchemically.

TI simulations were performed with nine equally spaced λ
parameters (λ = 0.1 to 0.9) in solution and in the vancomycin
receptor. In all transformations, electrostatic and van der Waals
contributions were decoupled and computed separately. More
specifically, in this work, the alchemical transformation of DAla to
DLac was carried out in three steps: (i) removal of partial charges
of the NH group from DAla, (ii) transformation of van der Waals
parameters of the NH group to the O (oxygen) atom, and (iii)
partial charge creation on the O (oxygen) atom. Softcore
potentials were used for step ii.36,37 The ΔV/Δλ values were
calculated over a production period of 200 ps along with five
equilibration periods 0, 200, 400, 600, and 800 ps. The final

Figure 6. (A) Relative free energy of binding between Ac2‑L‑Lys‑D‑A-
la�‑D‑Ala and Ac2‑L‑Lys‑D‑Ala‑D‑Lac to vancomycin calculated from
cMD (solid black line) and aMD with ΔVc (solid red line). A dashed
line displays the experimental value, 4.1 kcal/mol. (B) Cumulative free
energy curves calculated from simulations of 600 ps (left) and 1000 ps
(right) per λ point. The / shows points where there is no overlapping
between error bars.
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free energy values were averaged over three independent (with
reassigned initial atomic velocities) cMD or aMD simulations. As
previously shown, in order to recover the correct canonical
ensemble, ΔV/Δλ values collected from aMD runs were re-
weighted by their respective boost factor eβΔV[r].3,8

Error bars were calculated using, σÆAæ≈ σ/
√
MwhereM is the

number of independent simulations and σÆAæ is the standard
deviation of the average value A obtained from M independent
data values (M = 3 in all cases). An analysis of the trajectories was
performed using ptraj.31

Our aMD parameters were estimated on the basis of the
average dihedral energy term obtained from short cMD simula-
tions. For all alanine dipeptide aMD simulations, parameter E1
was set to 10 kcal/mol. Parameter α2 was set to 5 kcal/mol,
which corresponds to 0.2 to 0.33(E2 � E1). In Figure 2A, from
top to bottom, aMD simulations used the following param-
eters: E2 =E1 + 15 andα1 = 5,E2 = E1 + 20 andα1 = 5,E2 = E1 + 25
and α1 = 5, E2 = E1 + 25 and α1 = 2.5, and E2 = E1 + 25 and
α1 = 1.25. In Figure 2E, the aMD simulation used the parameters
E2 = E1 + 15and α1 = 5. In Figure 3, E2 = E1 + 15 (for ΔV c) and
α1 were varied as indicated in the far right column.

Boost parameters for decalanine simulations were E1 = 74,
E2 = E1 + 25, α1 = 30, and α2 = 5. Boost parameters for the
vancomycin-glycopeptides simulations were E1 = 211, E2 = E1 + 25,
α1 = 30, and α2 = 15.

’CONCLUSION

In this work, we introduced a new boost equation, ΔVc, for
aMD simulations aiming to overcome sampling issues intro-
duced by ΔVb. Since energy barriers located above a predefined
energy level can now be protected, the new boost equation ΔVc

provided much better control over high energy regions of the
conformational landscape when compared toΔVb. We used two
model systems, alanine dipeptide and decalanine, to study the
applicability and efficiency of ΔVc in enhancing conformational
sampling. In both cases, the new boost potential not only
provides better recovery of statistics throughout the simulation
but also enhanced sampling of statistically relevant regions in
explicit solvent MD simulations. When coupled with thermo-
dynamic integration, our results indicate thatΔVc can effectively
enhance conformational sampling and accelerate convergence
for a more accurate free energy calculation.
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ABSTRACT: An accurate and efficient algorithm for dynamics simulations of particles with attractive 1/r singular potentials is
introduced. The method is applied to semiclassical dynamics simulations of electron�proton scattering processes in the Wigner-
transform time-dependent picture, showing excellent agreement with full quantum dynamics calculations. Rather than avoiding the
singularity problem by using a pseudopotential, the algorithm predicts the outcome of close-encounter two-body collisions for the
true 1/r potential by solving the Kepler problem analytically and corrects the trajectory for multiscattering with other particles in the
system by using standard numerical techniques (e.g., velocity Verlet, or Gear Predictor corrector algorithms). The resulting
integration is time-reversal symmetric and can be applied to the general multibody dynamics problem featuring close encounters as
occur in electron�ion scattering events, in particle�antiparticle dynamics, as well as in classical simulations of charged interstellar
gas dynamics and gravitational celestial mechanics.

1. INTRODUCTION

Understanding the dynamics of particles mutually attracted by
1/r singular potentials is a problem common to a wide range of
systems in chemistry, biology, physics, and astronomy, including
classical and semiclassical studies of electron transfer,1 excess
electrons in liquids,2,3 ionic states,4 electron scattering and
trapping in ionic liquids or solids,5�7 attractive plasmas with
nuclei and electrons,8,9 particle�antiparticle dynamics,10 dyna-
mics of charged interstellar gas particles,11 and celestial
mechanics.12,13 However, serious numerical problems typically
arise in classical and semiclassical simulations when particles
gravitate into each other and the potential gradients (or accel-
erations) diverge. To avoid this type of Coulomb (or grav-
itational) catastrophe problem, simulation studies often rely on
pseudopotentials where the essential singularities of the poten-
tials are artificially removed. Such approximations lead to inte-
grationmethods that are both practical and useful for simulations
of scattering events with large impact parameters, as typically
observed in low-energy collisions of particles with repulsive
cores. However, close-encounter collisions are beyond the
capabilities of pseudopotential methods, and more rigorous
methodologies have to be employed. This paper introduces
a predictor�corrector algorithm for dynamics simulations of
particles evolving on attractive 1/r singular potentials. The
method is rigorous and efficient, even when modeling close-
encounter collisions. Its application to semiclassical dynamics
simulations of electron�proton scattering in the Wigner-
transform time-dependent picture shows excellent agreement
with full quantum dynamics calculations.

The Coulomb catastrophe problem could be avoided by using
a quantum treatment of the attractive interaction, setting a lower
limit for the bound state in the potential. However, quantum
dynamics methods are computationally demanding and scale
poorly (i.e., exponentially) with the number of strongly coupled

particles in the system. For example, quantum dynamics simula-
tions of dense proton plasmas with electrons are usually compu-
tationally impractical. Accurate simulations of such systems thus
require a rigorous solution to the Coulomb catastrophe problem
within the framework of linear scaling particle simulation tech-
niques, analogous to standard molecular dynamics simulations.
When implemented with adaptive time-step integrators, such
methods are capable of accurately simulating point particles
interacting through singular attractive pair potentials, bypass-
ing energy conservation problems associated with divergent
accelerations.

Adaptive time-step integrators are the most common techni-
ques applied to ensure energy conservation for systems with
rapidly changing potential gradients (or accelerations). However,
such methods are hopeless for simulations of close encounters
since the integration time-steps converge to zero as the accel-
erations diverge and bring the simulation to a halt. [Specifically,
the time step becomes so small that additive terms that include
the time step as a factor become smaller than the least signifi-
cant digit of the coordinate, so coordinates no longer evolve.]
This happens even if individual time-steps are used for each
particle.12,14 Conversely, imposing a minimal time-step yields
trajectories that eventually violate energy conservation, prompt-
ing the common practice of using pseudopotentials to artificially
remove the singularities and ensure energy conservation.

Smoothed (pseudo)potentials with a finite value at the origin
have been postulated for electron dynamics5,8 as well as for ion
dynamics15 and astrophysical simulations.12,16 The Coulomb
potential is also commonly switched-off at small interparticle
distances through the use of switching functions (e.g., the error
function).7,9 These cases are typically distinguished from the
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construction of pseudopotentials based on physical insights, such
as the screening effect of electrons in the conduction band of
metals.6 In ionic solids (e.g., alkali halides, oxide insulators, or
semiconductors), however, there are no electrons in the con-
duction band that could offer screening of Coulombic interac-
tions. Therefore, alternative methods are required.

Changes in the potential usually alter the underlying dynamics
of the systems yielding artificial effects that disappear only when
the pseudopotentials become more and more similar to the true
potentials. In that limit, however, the numerical problems due to
large gradients usually reappear. An approach that avoids chan-
ging the singular potential has been developed for gravitational
systems, implementing a change of variables that regularizes the
dynamics (e.g., the Kustaanheimo�Stiefel (KS) regularization
and related methods12,17�21) and applies standard numerical
integration for the new variables rather than for the original
coordinates. This requires transformation of the time variable
and coordinates that depend on the interparticle distance for the
pair of particles experiencing a close encounter. Great care must
be taken to keep track of transformations for multiple close
encounters and to match up time-steps so that the interaction
with other particles present in the simulation is properly
accounted for, while not sacrificing efficiency.20,21 As a conse-
quence of these complications, the method is, to our knowledge,
implemented in only a few stellar codes.22

In this paper, we introduce a simple Kepler predictor corrector
(KPC) algorithmwhere close-encounter collisions are integrated
analytically by solving the Kepler two-body problem without
altering (or smoothing) the Coulomb potential and updating
coordinates based on the residual potential due to particles not
participating in the close encounter. A simple well-known ex-
ample for such an approach is the lightly damped harmonic
oscillator, where the frequency of the resulting oscillation is
approximately the same as that of the underlying undamped
oscillator and only the amplitude may be viewed as modulated.23

In molecular dynamics, the analytic solution of the har-
monic oscillator has been employed by splitting linear molecule
Hamiltonians into a harmonic and anharmonic part and treating
high frequency components of the molecular vibrations analyti-
cally, while treating low frequency components numerically.24�29

In biological systems, a large speedupwas achieved by treating water
molecules as rigid and using analytic solutions for their motion.30

For the 1/r problem, an update scheme based on a singlemom-
entum shift has been proposed previously for the purpose of
simulating ion collisions.31We propose amethod that corrects the
predicted scattering trajectories with an additional term rigor-
ously derived from numerical integrators (e.g., velocity Verlet or
Gear Predictor Corrector algorithms), accounting for the regular
influence of other particles (or external fields) in the system. The
integration method as a whole is time-reversal symmetric, does
not require any time-variable transformation, and can be applied
to the general multibody dynamics problem with close en-
counters, as in electron�proton scattering processes, particle�
antiparticle dynamics, and charged gas dynamics. Algorithmi-
cally, the complete potential is separated into two parts, including
an integrable two-body term that is dominant at close encounters
and a correction due to interactions with all other particles
(or potentials) in the system. With an integrable two-body
problem (as is the case of Coulombic 1/r or van der Waals
1/r6 potentials),32 the analytic solution of close encounters is
employed, and the effect due to interactions with all other
particles is introduced by augmenting the analytic solution with

additional terms that stem from the numerical integrator (e.g.,
the velocity Verlet method33,34). The resulting KPC method
allows for integration time-steps on the same order as used for
regular potentials and hence reduces the numerical effort for
problems with close encounters. It is applicable for any integrable
singular pair potential,32 including the family of integrable
spherically symmetric singular pair potentials that are the focus
of this paper.

The paper is organized as follows. Section 2 introduces the
KPC method as applied to modeling the dynamics of a particle
evolving on a potential with multiple singularities and its general-
ization to multibody dynamics. Section 3 describes its imple-
mentation for semiclassical simulations of electron�proton
scattering in the Wigner-transform time-dependent picture.
Section 4 presents concluding remarks in perspective of the KPC
limitations and applicability as a general method.

2. KEPLER PREDICTOR CORRECTOR ALGORITHM

2.1. Single Particle Colliding with Multiple Singularities.
Consider the general case of a single particle moving in a
stationary potential with multiple singularities, as shown in
Figure 1. The total potential V acting on the particle is composed
of the spherically symmetric potential Vs with the singularity
nearest to the particle, and the residual potential Vr:

VðxÞ ¼ V sðrÞ þ V rðxÞ ð1Þ
As an example, we consider the semiclassical trajectory of a fast

electron undergoing multiple scattering through proton plasma,
under the Born�Oppenheimer approximation, where V(x) is
defined as the Coulomb potential due to the closest proton Vs(x)
plus the sum of Coulomb potentials Vr(x) due to the other
protons in the plasma.
During a close encounter with the singularity Vs(r), the

electron scattering force is dominated by this closest proton, and
accurate numerical integration faces several difficulties, including
the following:
1. the large absolute value of potential energy,
2. the very large norm of the potential gradient and higher

derivatives, and hence,
3. the very large acceleration of particles and curvature of

trajectories,
4. the requirement of very small time-steps of standard inte-

grators (such as theVerletmethods and theNordsieck�Gear
Predictor�Corrector methods33,34).

Figure 1. KPC trajectory (red line) of a particle scattered by a
singularity Vs(r), obtained by solving the Kepler problem (dashed line),
taking into account the effect of a weakly varying residual potential Vr(r)
(bold green lines) as described in the text.
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The KPC algorithm addresses these challenges by first
predicting the coordinates and momenta due to the collision
with the closest singularity Vs(r) and then correcting the result-
ing coordinates and momenta according the residual term,
as follows.
Formally, x(t) and p(t) are obtained according to the velocity

Verlet method:33�35

xðt þ ΔtÞ ¼ xðtÞ þ Δt
m

pðtÞ �Δt2

2m
∇V jxðtÞ ð2Þ

pðt þ ΔtÞ ¼ pðtÞ �Δt
2
ð∇V jxðtÞ þ ∇V jxðtþΔtÞÞ ð3Þ

where m = me is the mass of the particle, and the time increment
Δt is assumed to be sufficiently short to ensure energy conserva-
tion. However, to address the numerical challenge of the close
encounter, we decompose the total force 3V into the contribu-
tion due to the nearest singularity3Vs and the contributions due
to smaller residual forces 3Vr and write suggestively:

xðt þ ΔtÞ ¼ xðtÞ þ Δt
m
pðtÞ �Δt2

2m
ð∇V sjxðtÞ þ ∇V rjxðtÞÞ

ð4Þ

pðt þ ΔtÞ ¼ pðtÞ �Δt
2
ð∇V rjxðtÞ þ ∇V sjxðtÞ

þ ∇V sjxðtþΔtÞ þ ∇V rjxðtþΔtÞÞ ð5Þ
and introducing auxiliary coordinates

xrðtÞ ¼ xðtÞ ð6Þ

prðtÞ ¼ pðtÞ �Δt
2
∇V rjxðtÞ ð7Þ

xsðt þ ΔtÞ ¼ xrðtÞ þ Δt
m
prðtÞ �Δt2

2m
∇V sjxrðtÞ ð8Þ

¼ xðtÞ þ Δt
m
pðtÞ �Δt2

2m
ð∇V sjxðtÞ þ ∇V rjxðtÞÞ ð9Þ

psðt þ ΔtÞ ¼ prðtÞ �Δt
2
ð∇V sjxrðtÞ þ ∇V sjxsðtþΔtÞÞ ð10Þ

We obtain by comparison with eqs 4 and 5:

xðt þ ΔtÞ ¼ xsðt þ ΔtÞ ð11Þ

pðt þ ΔtÞ ¼ psðt þ ΔtÞ �Δt
2
∇V rjxðtþΔtÞ ð12Þ

The auxiliary variables were constructed such that eqs 8 and 10
become velocity Verlet equations for only the singular potential
Vs(r), so they provide a practical way of predicting coordinates
and momenta at time t + Δt, as solely determined by the two-
body collision with the closest proton. During a close encounter,
however, such equations become numerically stiff, and they are
replaced by analytic solutions of the corresponding two-body
Kepler initial value problem with initial coordinates (xr(t),pr(t))

[three-body collisions are usually prevented by Coulombic
repulsion under cool plasma conditions] as described in section
2.3. [The two-body problem is integrable for a variety of
spherically symmetric interaction potentials, including the Cou-
lomb r�1 potential and van der Waals r�6 type potentials. 32 In
particular, the two-body problem for the 1/r potential is known
as the “Kepler problem,” since the elliptical trajectories obey
Kepler’s laws of planetary motion.] Having obtained xs(t + Δt)
and ps(t + Δt), we obtain x(t + Δt) and p(t + Δt) by correcting
the predicted coordinates and momenta according to eq 12. It
turns out that xr(t) and xs(t +Δt) are not, as indicated in Figure 1,
distinct from x(t) and x(t + Δt), but their corresponding
momenta are.
The resulting KPC algorithm thus allows for the integration of

close-encounter collisions beyond the capabilities of the standard
velocity Verlet algorithm (i.e., eqs 4 and 5), as follows:
A. Determine pr(t) by a momentum shift according to eq 6.
B. Obtain (xs(t + Δt), ps(t + Δt)) by solving the two-body

Kepler problem. The analytic solution SK is a set that
contains position, momentum, and, in principle, all higher
derivatives of the position at the final time t + Δt:

ðxsðt þ ΔtÞ, psðt þ ΔtÞÞ ⊂ SKðxrðtÞ, prðtÞÞ ð13Þ

C. From ps(t + Δt), determine p(t + Δt) according to eq 12.
Maximum efficiency is achieved when the analytic task is

restricted to small regions surrounding the singularity closest to
the scattering particle, since the solution of the Kepler problem is
more involved than a velocity Verlet integration step. This is
typically ensured by defining a cutoff distance rmin from the
singularity center, belowwhich the KPCmethod is implemented.
In the case under consideration, the potential is stationary, and
the cutoff distance can be set to a constant value much smaller
than half the minimal distance between singularities, rmin , 1/2
min{rij}. It should be small enough that the residual potential
Vr is always much more slowly varying than the close-encounter
potential Vs, guaranteeing that the singular potential dominates
the dynamics and the influence of the residual potential leads
only to small corrections. Tomake themethod fully time-reversal
symmetric, the cutoff criterion has to be made time-reversal
symmetric as well, in the following way. The KPCmethod is used
when the initial coordinate is inside the cutoff radius from a
scattering center. If the coordinate after the time step is outside
the cutoff radius, the result is discarded, and a velocity Verlet step
is made instead.
In contrast to ref 31 where a single momentum shift was

applied, our symmetrized approach uses two momentum shifts
per time step. However, the potential gradient needs only be
evaluated once per time step.
2.2. Multibody Molecular Dynamics. The generalization of

the KPC algorithm, introduced in section 2.1, to multibody molec-
ular dynamics is straightforward. Let (x(t), ξ(t)) and (p(t), π(t))
be the position and momentum vectors of the system at time t.
Without a loss of generality, let (x(t), p(t)) be the six-dimensional
phase-space vector describing the relative motion of two particles
undergoing a close encounter and m be their reduced mass, while
their center-of-mass coordinate, along with the coordinates of all
other particles (some of which may also be in a close encounter), is
contained in the phase-space vector (ξ(t), π(t)).
While the interparticle potential V(x(t), ξ(t)) includes all of

the interactions, only the dynamics of the relative coordinate
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(x(t), p(t)) are discussed in the following. Accordingly, the
gradient will denote the vector of partial derivatives with respect
to the relative coordinate x only:

∇3V ¼ ∂V
∂x1

, :::,
∂V
∂x3

� �
ð14Þ

The dependence of the phase-space relative coordinates
(x(Δt), p(Δt)) on initial conditions (x(0), p(0)) is then
approximated by

xðt þ ΔtÞ ¼ xðtÞ þ Δt
m

pðtÞ �Δt2

2m
∇3V jðxðtÞ, ξðtÞÞ ð15Þ

pðt þ ΔtÞ ¼ pðtÞ �Δt
2
ð∇3V jðxðtÞ, ξðtÞÞ

þ ∇3V jðxðtþΔtÞ, ξðtþΔtÞÞÞ ð16Þ
To deal with the close encounter, the potential V is again

written as a sum of the close encounter potential Vs(r), r = ||x||,
and the residual potential Vr(x, ξ):

Vðx, ξÞ ¼ V sðrÞ þ V rðx, ξÞ ð17Þ
and eqs 15 and 16 become

xðt þ ΔtÞ ¼ xðtÞ

þ Δt
m
pðtÞ �Δt2

2m
ð∇3V

sjxðtÞ

þ ∇3V
rjðxðtÞ, ξðtÞÞÞ ð18Þ

pðt þ ΔtÞ ¼ pðtÞ �Δt
2
ð∇3V

rjðxðtÞ, ξðtÞÞ

þ ∇3V
sjxðtÞ þ ∇3V

sjxðtþΔtÞ

þ ∇3V
rjðxðtþΔtÞ, ξðtþΔtÞÞÞ ð19Þ

Following section 2.1, we define appropriate auxiliary coordi-
nates and momenta:

xrðt þ ΔtÞ ¼ xðtÞ ð20Þ

prðt þ ΔtÞ ¼ pðtÞ �Δt
2
∇3V

rjðxðtÞ, ξðtÞÞ ð21Þ

xsðt þ ΔtÞ ¼ xrðtÞ þ Δt
m
prðtÞ �Δt2

2m
∇3V

sjxrðtÞ ð22Þ

psðt þ ΔtÞ ¼ prðtÞ �Δt
2
ð∇3V

sjxrðtÞ þ ∇3V
sjxsðtþΔtÞÞ

ð23Þ
and we obtain

xðt þ ΔtÞ ¼ xsðt þ ΔtÞ ð24Þ

pðt þ ΔtÞ ¼ psðt þ ΔtÞ �Δt
2
∇3V

rjðxðtþΔtÞ, ξðtþΔtÞÞ ð25Þ
During a close encounter, eqs 22 and 23 are replaced by the

analytic solution of the Kepler problem, as described in section
2.3, and the resulting values are then augmented according to

eqs 24 and 25. The resulting algorithm for multibody molecular
dynamics is summarized, as follows:
1. Determine pr(t) by momentum shift according to eq 21.
2. Compute (xs(t + Δt), ps(t + Δt)) by solving the Kepler

problem SK:

ðxsðt þ ΔtÞ, psðt þ ΔtÞÞ ⊂ SKðxðtÞ, pðtÞÞ ð26Þ

3. Obtain coordinates x(t + Δt) and ξ(t + Δt), as follows:
a. From xs(t +Δt), determine x(t +Δt) according to eq 24.
b. Obtain ξ(t + Δt) by using velocity Verlet, or otherwise

solving steps 2 and 3a for relative coordinates describing
two-body close encounters.

4. Obtain momenta p(t + Δt) and p(t + Δt), as follows:
a. From ps(t +Δt), determine p(t +Δt) according to eq 25.
b. Determine π (t + Δt), analogously to step 3b.

2.3. Kepler Problem.When a close encounter is detected, we
consider the particle attracted by the nearest singularity:

V sðrÞ ¼ � γ

r
ð27Þ

where

rðtÞ ¼ xsðtÞ � X ð28Þ
with X being the position of the singularity. We solve the
equation of motion:

€r þ μ
r
r3

¼ 0 ð29Þ

with force parameter μ = γ/m resulting from the gravitational or
Coulomb coefficient γ and the massm, and initial conditions r0 =
x(t)� X and v0= _x(t). The solutions exploit the conservation of
specific angular momentum L = r � v, specific energy hs(t) =
v2/2 � μ/r, and eccentricity vector e = v � (r � v)/μ � r/r.
Equation 29 is regularized by introducing the fictitious time

τ with

d
dτ

¼ r
d
dt

ð30Þ

leading to the regularized equation of motion

r00 � 2hsr ¼ � μe ð31Þ
where the derivatives in eq 31 are in respect to τ, and the initial
conditions are modified according to eq 30 to r(τ = 0) = r0 and
r0(τ = 0) = rv0. This is a harmonic oscillator problem that is
readily solved by exponential functions, typically leading to real
solutions that are trigonometric or hyperbolic functions.
The motion is characterized according to four classes of

possible solutions, including circular, parabolic, elliptic, and
hyperbolic, as shown in the following subsections.36 [In
contrast, ref 36 considers 13 classes of solutions, including
the circular case and 12 other cases generated from the
elliptic, hyperbolic, and parabolic classes as subdivided ac-
cording to the values of the rotational momentum and
fictitious time τ, described below.] The circular and parabolic
cases have simple, explicit solutions, while the elliptic and
hyperbolic cases lead to Kepler equations that need to be
solved iteratively.37,38

2.3.1. Circular Motion.When r0 3 v0 = 0, the eccentricity e = 0
and eq 31 becomes homogeneous. In this case, r0 3 v0 = 0 and
v0 = (μ/r0)

1/2; i.e., the coordinate change is orthogonal to the
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radius vector, so that particle motion is circular and

rðt þ ΔtÞ ¼ crr0 þ cv
v0
n

ð32Þ

vðt þ ΔtÞ ¼ � ncvr0 þ crv0 ð33Þ
where cv = sin(n(t + Δt)) and cr = cos(n(t + Δt)), with n = j3/μ
and j = (2|Es(t + Δt)|/m)1/2.
2.3.2. Parabolic Motion.When e = 1, the specific energy hs = 0,

and eq 31 has no linear term, giving the parabolic solution

rðt þ ΔtÞ ¼ 1
2
ðp� μ½τðt þ ΔtÞ�2Þe þ τðt þ ΔtÞB

ð34Þ

rðt þ ΔtÞ ¼ 1
2
ðp þ μ½τðt þ ΔtÞ�2Þ ð35Þ

vðt þ ΔtÞ ¼ 1
rðt þ ΔtÞð � μ½τðt þ ΔtÞ�e þ BÞ ð36Þ

where B = L � e. The fictitious time τ(t), introduced above, is
obtained by solving the Kepler equation:

t � tP ¼ 1
2

pτðtÞ þ μ

3
½τðtÞ�3

� �
ð37Þ

where tP is the pericenter time:

tP ¼ � τ0 p þ μ

3
τ20

� �
ð38Þ

p is the semilatus rectum:

p ¼ L2

μ
ð39Þ

and τ0 is the fictitious time at time t:

τ0 ¼ r0 3 v0
μ

ð40Þ

Equation 37 can be solved explicitly to obtain the fictitious
time, as follows:

τðtÞ ¼ 1ffiffiffi
μ3

p ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tD þ ffiffiffiffi

D
p3

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tD � ffiffiffiffi

D
p3

q
Þ ð41Þ

where negative values are assumed for negative arguments of the
cube root, tD = 3(t � tP) and D = tD

2 + p3/μ.
2.3.3. Elliptic and Hyperbolic Motion. When e 6¼ 0 and 1, the

motion is either elliptic (e < 1, hs < 0) or hyperbolic (e > 1, hs > 0).
In either case, we obtain the eccentric anomaly:

εðt þ ΔtÞ ¼ jτðt þ ΔtÞ ð42Þ
as the solution of the (elliptic or hyperbolic) Kepler equation at
time t +Δt, as described below. The resulting eccentricity defines
the values of cv and cr (see below) and, therefore, the coordinates
and velocities, as follows:

rðt þ ΔtÞ ¼ 1
k

cr
e
� 1

� �
e þ cv

ej
B ð43Þ

rðt þ ΔtÞ ¼ 1� ecr
k

ð44Þ

vðt þ ΔtÞ ¼ 1
erðt þ ΔtÞ � μcv

j
e þ crB

 !
ð45Þ

where k =� 2hs/μ and j = (2|hs|)1/2.
When hs(t) < 0, the eccentricity ε is the solution of the

elliptic Kepler equation:

nðt þ Δt � tPÞ ¼ εðt þ ΔtÞ � e sin½εðt þ ΔtÞ� ð46Þ
n = j3/μ, which can be solved iteratively, as described in section
2.3.4. The resulting ε(t + Δt) gives the trigonometric functions:

cv ¼ sin½εðt þ ΔtÞ� ð47Þ

cr ¼ cos½εðt þ ΔtÞ� ð48Þ
which determine the coordinates and velocities, according to
eqs 43 and 45.
The pericenter time tP, introduced by eq 46, is obtained from

the eccentricity at the initial time ε0, as follows:

tP ¼ � ε0 � e sin ε0
n

ð49Þ

where ε0 = atan2(y,x), with

y ¼ sin ε0 ¼ n
kμe

r0 3 v0 ð50Þ

x ¼ cos ε0 ¼ 1
e

1� nr0
j

 !
ð51Þ

Analogously, when hs(t) > 0, the eccentricity ε(t + Δt) is the
solution of the hyperbolic Kepler equation:

nðt þ Δt � tPÞ ¼ � εðt þ ΔtÞ þ e sinh εðt þ ΔtÞ
ð52Þ

which is solved iteratively, as described in section 2.3.4, using the
pericenter time:

tP ¼ 1
n

sinh�1 � 1
e 3
nr0 3 v0
μk

� �
þ nr0 3 v0

μk

� �
ð52aÞ

The resulting eccentricity ε(t +Δt) gives the hyperbolic functions

cv ¼ sinh εðt þ ΔtÞ ð53Þ

cr ¼ cosh εðt þ ΔtÞ ð54Þ
that determine the coordinates and velocities, according to eqs
43 and 45.
2.3.4. Iterative Solution of Elliptic and Hyperbolic Equations.

The elliptic and hyperbolic Kepler equations, introduced by
eqs 46 and 52, have the general form

nðt þ Δt � tPÞ ¼ M ¼ ( ε - e sinðhÞ ε ð55Þ
When n(t + Δt � tP) < 0, M is replaced by its absolute value, as
follows:

jMj ¼ ( εa - e sinðhÞ εa ð56Þ
Therefore, the solution of eq 55 is

εðt þ ΔtÞ ¼ ε ¼ sgnðMÞεa ð57Þ
Equation 56 is solved iteratively,38 starting from an initial guess

εa
(0) applicable over the whole range of possible parameters
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M and e, where each Halley’s iteration is followed by a Newton�
Raphson optimization. The iterative scheme typically converges
to machine accuracy in about three iterations.37 The initial guess
εa
(0) is obtained, as follows:
Elliptic Kepler Equation. For elliptic motion (0eMe π and

0 e e e 1) and small M, we expand the sin function in eq 56 to
third order, and the resulting approximation of M is substituted
in eq 55, giving a cubic approximation of the elliptic Kepler
equation:

0 ¼ ε300 þ 3qε00 � 2r ð58Þ
where q = 2(1 � e)/e and r = 3M/e. Solving eq 58, we obtain

ε00 ¼ 2r

c2v þ q þ ðq=wÞ2 ð59Þ

where cv = ((r
2 + q3)1/2 + r)1/3. On the other hand, for largeM, a

good initial guess is

ε01 ¼ M

Therefore, we define an initial guess that is valid for intermediate
values of M, as an M-weighted average of the small M guess ε00
and the large M guess ε01:

εð0Þa ¼ 1
π
ðM � ε01 þ ðπ�MÞ � ε00Þ ð60Þ

¼ 1
π
ðM2 þ ðπ�MÞ � ε00Þ ð61Þ

Hyperbolic Kepler Equation. For hyperbolic motion (M > 0
and 1e e) with smallM, the sinh function in eq 56 is expanded to
third order, and the resulting approximation of M is introduced
into eq 55 to give the cubic approximation to the hyperbolic
Kepler equation:

0 ¼ ε300 þ 3qε00 � 2r ð62Þ
where q= 2(e� 1)/e and r= 3M/e, with the same formal solution
introduced by eq 59, although there are different values of q and r.
Bounded coefficients are obtained through an iterative proce-

dure based on the hyperbolic equation divided by e, as follows:

0 ¼ �M� ε þ e sinh½ε� ð63Þ

0 ¼ � L� gε þ sinh½ε� ð64Þ
with L = M/e and g = 1/e. For large L, a good initial guess is

ε01 ¼ sinh�1 L ð65Þ
which is again mixed with ε00, as follows:

εð0Þa ¼ M � ε01 þ 1� ε00
M þ 1

ð66Þ

¼ M � sinh�1 L þ ε00
M þ 1

ð67Þ

3. ELECTRON SCATTERING

3.1. Time-Dependent Wigner Transform. This section
illustrates the capabilities of the KPC algorithm, introduced in
section 2, as applied to semiclassical dynamics simulations of
electron�proton scattering processes in the Wigner-transform

time-dependent picture. Simulations consider the problem of
electron scattering from stationary protons, as described within
the Born�Oppenheimer approximation (i.e., with m = me and
the Coulombic parameter γ = 1 au, so that μ = γ/m = 1 au).
The initial state for the scattering electron is defined by the

three-dimensional Gaussian:

ψ0ðxÞ ¼ ð2πσ2Þ�3=4exp � ðx � x0Þ2
4σ2

þ i
p
p0ðx� x0Þ

 !
ð68Þ

with average position x0 and momentum p0. The corresponding
Wigner transform:39

P0ðx, pÞ ¼ 1

ð2πpÞ3
Z ∞

�∞
ψ�

0 x þ s
2

� �
ψ0 x � s

2

� �
eip 3 s ds ð69Þ

¼ 1

ð2πpσxσpÞ3
exp � ðx � x0Þ2

2σ2
x

� ðp� p0Þ2
2σ2

p

" #
ð70Þ

defines the initial phase-space distribution function, where σx = σ
and σp is defined by the uncertainty relation σxσp = p/2.
The full quantum-mechanical Wigner distribution Pt

QM(x,p) is
computed as

PQM
t ðx, pÞ ¼ 1

ð2πpÞ3
Z ∞

�∞
ei=pp 3 s ψ�t x þ s

2

� �
ψt x� s

2

� �
ds ð71Þ

where ψt is the solution of the time-dependent Schr€odinger
equation

ip
∂

∂t
ψtðxÞ ¼ p̂2

2me
þ VðxÞ

 !
ψtðxÞ ð72Þ

with

VðxÞ ¼ � ∑
j

qj
jx� R jj ð73Þ

where the sum is over all protons j, with charge qj = +e, and
coordinates Rj. ψt(x) is represented on a three-dimensional grid
and propagated according to the standard Split Operator Fourier
Transform (SOFT) method.40,41 The grid is defined as follows:
xαk = xα0 + kΔx, k = 1, 2, ..., 128, where α = 1�3 enumerates the
Cartesian directions, x10 =�4 Å, and x20 = x30 =�5 Å. The grid
spacingsΔx = 10/128 Å andΔt = 10�4 fs define a sufficiently fine
space�time grid that ensures an accurate representation of the
oscillatory structure of ψt(x), even during high-energy collisions
(e.g., collisions with tens of electronvolts). The full-quantum
propagation is based on the short-time Trotter approximation of
the time-evolution operator:

ψtþΔtðxÞ ¼ Uðt, t þ ΔtÞ ψtðxÞ ð74aÞ

≈ e�i=pVΔt=2 e�i=pp̂2=2meΔt e�i=pVΔt=2 ψtðxÞ ð74Þ
The time-evolved semiclassical Wigner distribution Pt

SC(x,p) is
computed as follows:

PSCt ðx, pÞ ¼ ð2πÞ�3
Z ∞

�∞
ds
Z ∞

�∞
dp0

Z ∞

�∞
dx0 e

iðp � ptÞsδðxt � xÞ P0ðx0, p0Þ

ð75aÞ
¼ 1

N ∑
N

j¼ 1
δðp� ptðjÞÞ δðxtðjÞ � xÞ ð75Þ

where xt(j) and pt(j) are coordinates and momenta, obtained by
classical KPC propagation. The initial coordinates and momenta
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x0(j) and p0(j) are sampled by Box�Muller Monte Carlo,42

using the phase-space distribution |P0(x0, p0)|.
3.2. Results. Three model systems were analyzed, including

electron scattering from a single central proton (model I),
scattering from a central proton in the presence of a peripheral
proton (model II), and scattering through a cluster of 125
protons in a configuration typical of a high-density plasma
(model III). In models I and II, the initial state for the scattering
electron was defined according to eq 68, with σ0 = σ = 0.5 Å,
x0 = �1 au, z0 = 0, and y0 = k � 0.2 au, where k = 1, 2, ..., 5.
Therefore, the initial momentum of the scattering electron was
defined as follows:

p20 ¼ 2meÆT0æ
¼ 2meðE� ÆV0æÞ
≈ 2me E þ 1

r0

� � ð76Þ

with r0
2 = x0

2 + y0
2, and E = 9.2 eV, defining the initial kinetic

energies as listed in Table 1.
Figure 2 shows the comparison of electron�proton scattering

trajectories, as described by a single classical trajectory (dots,
with initial coordinates and momenta defined by the expectation
values of the initial state) and the corresponding full-quantum
(SOFT, crosses) and Wigner semiclassical expectation values
(lines).

Figure 2 shows that classical trajectories and benchmark full-
quantum trajectories agree at very early times but quickly deviate
from each other. In contrast, the semiclassicalWigner description
is in almost quantitative agreement with full quantum dynamics
throughout the whole propagation time for all cases investigated,
including model II where scattering trajectories curve away from
the central proton due to the significant influence of the
peripheral scattering center and the nearly symmetric impact of
the central proton on the extended wave packet.
The origin of small deviations, shown in Figure 2, when

comparing the Wigner semiclassical description to the full-
quantum results, can be traced to the comparison of the
distribution functions in configurational space (see Figure 3).
The initial (left) and final (right) densities are shown for impact
parameter 0.4 Å for models I (top) and II (bottom), respectively.
Large dots indicate proton positions, while small dots corre-
spond to the ensemble distribution. Contours are drawn at
σ, 2σ, and 3σ from the maximum density integrated over the
z coordinate (~60.6%, 13.5%, and 1.1%). SOFT (red) density
distributions are compared to the semiclassical Wigner distribu-
tions (blue), collected in 642 quadratic bins covering the
quantum grid (i.e., each bin covers 23 quantum grid cells). For
illustration purposes, the ensemble of trajectories shown in
Figure 2 corresponds to a simulation using 56 = 15 625 trajec-
tories. Contour lines and quantitative measures are derived from
simulations using 76 = 117 649 trajectories. A maximum allowed
energy change of 2.72 � 10�2 eV/fs for each trajectory was
enforced at each time step as the basis for the adaptive time step,
with a smallest allowed time step of 10�39 s.
Deviations between SOFT and semiclassical results, shown in

Figure 3, include small components of the semiclassical distribu-
tions that remain bound, localized at the protons. This is
observed even at the final propagation time, although the full
quantum distributions have no bound components. This is an
intrinsic limitation of the semiclassical Wigner transform picture
that becomes even more pronounced for lower energy collisions,
when there are more initial conditions bound in the Coulombic

Table 1. Impact Parameters y0 and Initial Kinetic Energies
(K.E.) for Trajectories Shown in Figure 2

y0 (a.u.) initial K.E. (eV)

0.2 35.9

0.4 34.5

0.6 32.5

0.8 30.4

1.0 28.4

Figure 2. Electron scattering trajectories obtained by expectation values of SOFT full-quantum (red crosses) propagation Wigner classical dynamics
(WCD, solid blue) and classical propagation of a single trajectory with initial position and momentum as defined by the expectation values of the initial
wave packet (blue dots). Left panel (model I): electron collision with a single proton (black bullet) at the origin. Right panel (model II): collision with
two protons, including a central proton at the origin (black bullet) and a peripheral proton (red bullet) at (0,1) au.
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well. As a result, the position predicted by the Wigner transform
lags behind the quantum result, faintly visible in Figure 2.
The convex features of the final quantum densities are

reproduced well by the WCD method, while concave features
in the lowest contour level of the quantum density are due to
interference effects and by construction not present in WCD.
Nevertheless, the semiclassical Wigner transform reproduces the
overall features of the quantum distribution. In fact, a quantitative
analysis of the normalized distributions shows >92% overlap
between the semiclassical and quantum distributions for all cases
investigated. Even the time-dependent widths, describing the
anisotropy of the distribution functions, are in good qualitative
agreement with full quantum results.
Figure 4 shows the widths for each of the Cartesian directions

describing the time-dependent anisotropy of the distributions.
Note that both quantum and semiclassical results show more
delocalization along the x direction than in the orthogonal
directions y and z. This is likely due to the head-on collision
causing the wave packet to undergomore significant deformation
in the direction of propagation.
Figure 4 shows that the semiclassical distributions slightly

overestimate the widths since they miss interference effects
leading to partial localization of the quantum wave packet. This
is most prominent in the x direction due to the bound compo-
nent of the semiclassical distributions, although the trends and
overall agreement are quite satisfactory. In fact, close inspection
of Figure 3 shows that the semiclassical dynamics reproduce the
full-quantum distributions very well, while featuring bound
components and deviations at the lowest-density contour level.
The concave features in the final quantum density are due to

interference effects, which by construction are not present in
WCD. At electron energies above 1 keV, interference becomes
negligible, and the agreement of WCD with quantum results
becomes excellent. Deviations in the long tails of the distribu-
tions, however, affect the overall widths σ disproportionately.
Analogous results are obtained for the description of electron

scattering through a cluster of protons (model III). Figure 5
shows the semiclassical (blue) and quantum (red) distributions
for a high-energy collision of an electron passing through a
disordered cluster of 125 protons (black dots, shown larger for
protons closer to the z = 0 plane), at the initial (left, t = 0 as) and
final (right, t = 50 as) propagation times. The configuration of
the cluster,43 contained in a box with dimensions 5� 5� 5 Å, has
been extracted from a plasma of density F = 1024 cm�3. The
initial state for the scattering electron is defined with a width
according to a 1s state of a hydrogen atom, and with initial kinetic
energy p0

2/2me = 250 eV.
Numerical Effort. Wall times for production run calculations

on a 2.67 GHz intel Core i7 CPU are shown in Table 2. KPC
calculations (second column) are compared to results obtained
according to the adaptive velocity Verlet method (third column)
for two sets of trajectories. The total simulation time is 50 as (5�
10�17 s). A maximum of 220 subdivisions of the default time step
was allowed, after which a trajectory was marked as failed if it did
not satisfy a maximum allowed energy change of 2.72 � 10�2

eV/fs in one default time step. Trajectories do not fail for the
KPC method, while a complete treatment of the failed trajec-
tories in the velocity Verlet method require longer times than
given here or are impossible altogether. A larger number of
trajectories with randomized initial conditions means an increase

Figure 3. Initial (left) and final (right) densities for impact parameter 0.4 Å for electron scattering inmodels I (top) and II (bottom), respectively. Large
dots indicate proton positions; small dots are WCD representative configurations. Contours are drawn at percentages of the maximum density
(integrated over the z coordinate) found at σ, 2� σ, and 3� σ from the center of the distribution, i.e., 60.65%, 13.5%, and 1.1%. Color key: SOFT (red),
WCD (blue).
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in the probability of close encounters, which is reflected by the
increased ratio between the run times of the twomethods and the
increased percentage of failed particles.
The selection of trajectories that fail to conserve energy to

within 2.72� 10�2 eV/fs when propagated according to velocity
Verlet are uncontrolled by the user and depend on the dynamics,
so that the statistics of the result are skewed. The number of close
encounters scales with the third root of the number of particles
and linearly with time, making failing trajectories a considerable
problem for larger simulations. The adaptive KPC method with
cutoffs is more efficient and suffers from no such drawback, so
that production runs with 1 million or more trajectories can be
performed routinely.

Numerical Accuracy. All KPC results discussed above were
performed with an adaptive time step, ensuring that energy
conservation is satisfied to a given accuracy. The absence of
failed trajectories for the KPC method shows that, time step for
time step, the KPC method is more accurate than velocity Verlet
and effectively solves the close encounter problem.
To quantify energy conservation, close encounter simulations

at a constant time step of a single particle with a resting pro-
ton were performed, with a peripheral proton at 1 au distance
(model II). Figure 6 shows the energy change of KPC at a
constant time step for hyperbolic (left) and elliptic (right)
character trajectories. KPC results are shown for cutoff radii of
0.3 au (black lines), 0.2 au (dark gray lines), 0.1 au (light gray
lines), and no cutoff, i.e., never using velocity Verlet at any
distance (dashed lines). The difficulty of the close encounter
is expressed by energy nonconservation caused by it. As the
electronic particle approaches the protonic scattering center, the
velocity Verlet energy deviates from its initial value, and when
switching to the KPC method at the cutoff radius, energy is
conserved again before oscillating at the point of closest ap-
proach. The energy then returns to the value before its oscilla-
tion, before traversing the cutoff radius causes a switch back to
velocity Verlet. This demonstrates that, at a given time step, the
KPC method conserves energy much closer to the scattering
center than velocity Verlet.

Figure 4. Time dependence of the widths of the time-dependent distributions, as described by semiclassical and quantum calculations of electron
scattering in model I (left) and model II (right), respectively. Semiclassical Wigner transforms tend to overestimate the widths, since they lack
interference terms responsible for partial localization of the full quantum distributions.

Figure 5. Contour plots of quantum (red) and semiclassical (blue) probability densities, integrated over the z coordinate at the initial (left, t = 0 as) and
final (right, t = 50 as) propagation times, for a high-energy collision of an electron passing through a disordered cluster of 125 protons (black dots, shown
larger for protons closer to the z = 0 plane). Coordinates x and y in Å.

Table 2. Wall Times for Production Run Calculations
(in hours:minutes:seconds) on a 2.67 GHz Intel Core i7
CPU of Adaptive KPCMethod with Cutoff (Second Column)
and Adaptive Velocity Verlet Method (Third Column)
for Two Different Numbers of Trajectories for a Total
Simulation Time of 50 as 5 � 10�17 s

particles

adaptive

KPC adaptive Verlet

failed KPC

trajectories

failed Verlet

trajectories

15625 17:25 23:00 (+32%) 0 1 (0.0064%)

117649 1:55:04 2:44:33 (+43%) 0 15 (0.013%)
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At large cutoff radii, the energy eventually returns to its initial
value, demonstrating that the time-reversal symmetric construc-
tion of the KPC method solves the close-encounter problem. At
the smaller cutoff radius of 0.1 au, the energies do not quite return
to their initial value which, considering the success at larger cutoffs,
must be ascribed to a break down of the velocity Verlet method
already outside the cutoff radius. Velocity Verlet by itself fails at the
given time steps, as witnessed by macroscopic energy shifts after
the close encounters of 0.30 au (8.3 eV) and 0.55 au (14.9 eV).
Note that a shorter time step is shown for the elliptic case, as that
leads to a smaller distance of closest approach. For smaller time
steps, accuracy is improved, while for larger time steps, the
shortcomings of velocity Verlet become more pronounced.
It is worth mentioning that when adaptive time steps are used,

smaller cutoff values may be more useful since they allow for a
reduction in the numerical effort, which per time step is larger for
the KPC method, as well as making sure that cutoff spheres
between neighboring protons never overlap, which is why
0.1 au has been used for all adaptive time step Wigner density
propagations above. In calculations with many potential wells,
where the integrator effort is neglibile in comparison to that for
evaluation of the potential gradient, a larger cutoff is more useful.

4. DISCUSSION

The KPCmethod is a highly efficient multipurpose method for
simulations of an important class of dynamical problems featuring
singular potentials. Themethod is easy to implement and offers an
accurate treatment of dynamical problems in which close encoun-
ters between mutually attractive particles may occur. For compar-
able integration time steps, the KPCmethod ismore accurate than
standard integrators, even when the Kepler equation is solved to
machine accuracy, since its accuracy is determined by the impact of
the slowly varying residual potential on the trajectory (and its
occasionally sudden changes of direction). A sample program
reproducing the calculations reported in Figure 6 is available
free of charge upon request to the corresponding authors.

The KPCmethod can bemade arbitrarily accurate, as opposed
to standard integrators which typically break at some finite
distance of closest approach when the required time step be-
comes so small that the operations involved cannot be computed
at the given machine accuracy. The cost of the KPC method
increases when the distance between singularities decreases,

since the cutoff distance must be reduced to keep it smaller than
half the minimal distance between singularities. As the cutoff is
reduced, the cost of standard propagation methods, applied
outside the cutoff distance, increases.

As presented in this paper, the KPC method is limited to
problems with close encounters of two-body collisions. This is
usually sufficient for most molecular dynamics simulations where
the Coulomb repulsion limits close encounters to pairs of
particles of opposite charge and prevents three- and higher-body
collisions. The method, however, could still be used in applica-
tions to gravitational dynamics where multibody close encoun-
ters are much less common than two-body collisions.

To make the KPC method time-reversal symmetric, it has to
be made sure that the cutoff distance is crossed during the same
default time step in both directions. This is done by observing
whether the cutoff is crossed from the inside to the outside
during the default time step, reverting back to the underlying
numerical integrator if this occurs.

As illustrated for models I�III, the KPC method allows for
semiclassical dynamics simulations of phase-space distributions
in very good agreement with quantum dynamics simulations. For
electron scattering from attractive Coulomb potentials, the KPC
approach provides a highly parallelizable approach. The method
can be applied in conjunction with a wide range of standard
integrators, including high-order predictor corrector methods
(such as the Nordsieck�Gear method) since the solution SK of
the Kepler problem yields also higher time derivatives of the
position that can be correctly augmented, as described by eq 25.

At large times, the sampling of classical trajectories becomes
an issue, as the dispersion predicted by the Wigner trajectories is
limited by the largest momentum among these trajectories. The
predictive power of the Wigner density is also easily seen to be
limited in its spatial resolution by the number of trajectories
employed. In the multiple scattering case, self-interference of the
electronmay become significant after many interactions, which is
not represented by the current method. In the cases presented
here, it turns out to play a minor role not significantly altering the
resulting densities, so that the Wigner trajectory method yields
good agreement with SOFT.

As discussed in previous sections, the KPC method has been
implemented and illustrated as applied to modeling single
electron scattering from unscreened Coulombic potentials, using

Figure 6. Energy change of KPC at constant time step for hyperbolic (left) and elliptic (right) character trajectories. KPC results are shown for cutoff
radii of 0.3 au (black lines), 0.2 au (dark gray lines), 0.1 au (light gray lines), and no cutoff, i.e. never using velocity Verlet at any distance (dashed lines). It
can be seen that, approaching the scattering center, the velocity Verlet shows a significant energy deviation, while switching to KPC causes the energy to
level off. Energy nonconservation at the smaller cutoff of 0.1 is due to a break down of the velocity Verlet method already outside the cutoff radius, while
using KPC only leads to well conserved energy.
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a cutoff radius rmin around the scattering centers chosen to
optimize accuracy and performance. The multielectron scatter-
ing problem becomes rather complicated at low energies due to
electron exchange and correlation. Therefore, the Kepler pre-
dictor corrector method is expected to be most useful for
the description of electron scattering processes at high (keV)
energies. In this case, fast electrons may be seen as dressing the
nuclear potential seen by an additional electron in the form of the
Yukawa, or Debye�H€uckel, screened-Coulomb potential:44

VDHðrÞ ¼ 1
r
exp � r

d

� �
ð77Þ

where d is the Debye screening distance. Analogous treatments
of KPC can be applied for this and other classes of spherical
potentials, especially those whose two-body initial value problem
is solved analytically.

The Yukawa potential in particular, however, converges to the
Coulomb potential when rf 0. Therefore, for a sufficiently small
rmin, the solution of the unscreened Kepler problem already gives
a good approximation to close encounters for the Yukawa
potential. The intrinsic error can be minimized by setting rmin

to an appropriate value. Table 3 shows how small are the
percentage deviations of the Debye�H€uckel potential and its
gradient, when compared to the unscreened Coulomb potential,
for various screening distances d and cutoff radii rmin.

The deviations can be approximated by Taylor expansion of
the exponential:

δVDHðrÞ ¼ VDHðrÞ � V sðrÞ
V sðrÞ ≈

r
d

ð78Þ

δ∇VDHðrÞ ¼ j∇VDHðrÞ �∇V sðrÞj
j∇V sðrÞj ≈

1
2

r
d

� �2

ð79Þ

Through an appropriate choice of rmin, any desired accuracy
may be achieved for the KPC method for any given d, with a
corresponding impact on computational performance if small
rmin values are chosen. Careful analysis of the numerical effort
shows that with the Verlet method, a cutoff of 10�2 au may be
chosen with only minimal penalty to the efficiency of the KPC
method. Under ignition conditions, proton density is on the
order of 1026 cm�3, where the mean distance between protons is
larger than 0.2 au, i.e., much larger than this cutoff. If better
numerical accuracy is required, efficiency may be traded in to
obtain even smaller cutoff distances.

Another class of potentials is the repulsive Coulombic potential
between protons, commonly found in high energy density plasma
simulations where kinetic energies are sufficiently high as to cause
close encounters between protons. As at kiloelectronvolt energies,
electron exchange and correlation play a subordinate role for the
system’s dynamics, the single electron molecular dynamics meth-
ods proposed should be applicable. For such simulations, a

repulsive KPC method can be constructed analogously from
the analytic solution of the repulsive Kepler problem. For lower
energies (the warm dense matter regime), alternative methods
taking exchange and correlation into account have to be explored.

5. CONCLUSIONS

We have introduced the KPC algorithm for accurate and
efficient simulations of dynamics of particles with attractive 1/r
singular potentials. When used in its time-reversible form (with a
carefully chosen cutoff radius around singularities), the KPC
method always reduces the numerical effort with respect to
standard integrators and allows for the description of close
encounter collisions. The method is easy to implement and
should be practical for a wide range of applications where
particles gravitate into each other, such as electron�proton
interactions and ionic dynamics, as well as applications in other
fields with similar computational challenges such as molecular
dynamics of high-density plasmas and celestial mechanics.

We have shown how to apply the KPC method to model
semiclassical dynamics of electron�proton scattering processes
in the Wigner-transform time-dependent picture. The reported
results show excellent agreement with benchmark quantum
dynamics calculations, including models with multiple scatter-
ing centers that defy the capabilities of standard integration
methods. The reported results suggest that theWigner semiclassical
dynamics is a practical and accurate approach to include quantum
effects in high energy electron�proton collisions when simulated
according to the KPC method. The KPC method’s applicability
to other singular potentials featuring close encounters should
provide a useful, easy to implement tool for a wide range of studies,
including electron�ion scattering events and particle�antiparticle
dynamics, aswell as in classical simulations of charged interstellar gas
dynamics and gravitational celestial mechanics, where the latter has
not been able to profit from KS-regularization.
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Table 3. Percentage Deviations of the Debye�H€uckel Potential and Its Gradient, Relative to the Unscreened Coulomb Potential,
for Different Values of Debye Screening Distances and Cutoff Radii

r = rmin
Verlet = 10�2 au r = rmin

Gear = 10�3 au

relative deviation d = 5 au d = 10 au d = 20 au d = 5 au d = 10 au d = 20 au

δVDH(r) 2� 10�3 10�3 5� 10�4 2� 10�4 10�4 5� 10�5

δ3VDH(r) 2� 10�6 5� 10�7 1.25 � 10�7 2� 10�8 5� 10�9 1.25 � 10�9



35 dx.doi.org/10.1021/ct200452h |J. Chem. Theory Comput. 2012, 8, 24–35

Journal of Chemical Theory and Computation ARTICLE

’REFERENCES

(1) Jortner, J.; Bixon, M. Electron Transfer - from Isolated Molecules to
Biomolecules; John Wiley and Sons, Inc.: New York, 1999; pp 1.
(2) Schwartz, B.; Rossky, P. J. Chem. Phys. 1994, 101, 6902–6916.
(3) Turi, L.; Sheu, W.; Rossky, P. Science 2005, 309, 914–917.
(4) Harumiya, K.; Kawata, I.; Kono, H.; Fujimura, Y. J. Chem. Phys.

2000, 113, 8953–8960.
(5) Dunn, T.; Broyles, A. Phys. Rev. 1067, 157, 156–166.
(6) Ashcroft, N. J. Phys. C: Proc. Phys. Soc. 1968, 232–243.
(7) Turi, L.; Borgis, D. J. Chem. Phys. 2002, 117, 6186–6195.
(8) Singh, S.; Kumar, S.; Srivastava, M. J. Phys. B.: Atom. Mol. Phys.

1978, 11, 3061–3066.
(9) Filinov, A. V.; Golubnychiy, V.; Bonitz, M.; Ebeling, W.; Dufty, J.

Phys. Rev. E 2004, 70, 046411.
(10) Kimura, M.; Inokuti, M. Phys. Rev. A 1988, 38, 3801–3803.
(11) Avinash, K.; Eliasson, B.; Shukla, P. Phys. Lett. A 2006, 353,

105–108.
(12) Heggie, D.; Hut, P. The Gravitational Million-Body Problem;

Cambridge University Press: Cambridge, U.K., 2003; p 1.
(13) Chambers, J. E. Mon. Not. R. Astron. Soc. 1999, 304, 793–799.
(14) Heggie, D. Introduction to stellar dynamics and N-body integra-

tors. http://manybody.org/modest/heggie_split.pdf (accessed Nov.
2011).
(15) Paolini, F.; Cabral, E.; dos Santos, A. 36th EPS Conf. Plasma

Phys. Sofia 2009, 33E, O–4.039.
(16) Hernquist, L.; Hut, P.; Makino, J. Astrophys. J. 1993, 402,

L85–L88.
(17) Kustaanheimo, P.; Stiefel, E. J. Reine Angew. Math. 1965, 218,

204–219.
(18) Vivarelli, M. D. Celest. Mech. Dyn. Astron. 1985, 36, 349–364.
(19) Neutsch, W. Quaternionic regularisation of perturbed Kepler

motion; Preprint, 1991.
(20) Aarseth, S. Direct methods for N-body simulations. InMultiple

Time Scales; Brackbill, J., Cohen, B., Eds.; Academic Press: New York,
1985; pp 377�418.
(21) Aarseth, S. J. Gravitational N-Body Simulations; Cambridge

University Press: Cambridge, U.K., 2003; Cambridge monographs on
mathematical physics, p 1.
(22) Aarseth, S.N-Body Simulation Software. http://www.ast.cam.ac.

uk/∼sverre/ (accessed Nov. 2011).
(23) Kleppner, D.; Kolenkow, R. J. An Introduction to Mechanics, 1st

ed.; Cambridge University Press: Cambridge, U.K., 2010; pp 414�416.
(24) Tuckerman, M.; Martyna, G.; Berne, B. J. Chem. Phys. 1990,

93, 1287.
(25) Tuckerman, M.; Berne, B.; Martyna, G. J. Chem. Phys. 1992, 97,

1990.
(26) Janezic, D.; Merzel, F. J. Chem. Inf. Comput. Sci. 1995, 35,

321–32.
(27) Janezic, D.; Merzel, F. J. Chem. Inf. Comput. Sci. 1997, 37,

1048–1054.
(28) Janezic, D.; Praprotnik, M. Int. J. Quantum Chem. 2001, 84,

2–12.
(29) Janezic, D.; Praprotnik, M. J. Chem. Inf. Comput. Sci. 2003,

43, 1922–1927.
(30) Miyamoto, S.; Kollman, P. A. J. Comput. Chem. 1992, 13,

952–962.
(31) Zwicknagel, G.; Toepffer, C.; Reinhard, P.-G. Phys. Rep. 1999,

309, 117–208.
(32) Broucke, R. Astrophys. Space Sci. 1980, 72, 33–53.
(33) Allen, M. P.; Tildesley, D. J. Computer Simulation of Liquids;

Oxford Science Publications: Oxford, 1987; p 25.
(34) Vesely, F. J. Computational Physics - An Introduction, 2nd ed.;

Kluwer Academic/Plenum Publishers: New York�London, 2001;
p 107.
(35) Swope, W. C.; Andersen, H.; Berens, P. H.; Wilson, K. R.

J. Chem. Phys. 1982, 76, 637–649.
(36) Condurache, D.; Martinusi, V. Meccanica 2007, 42, 465–476.

(37) Odell, A. W.; Gooding, R. H. Celestial Mechanics 1986,
38, 307–334.

(38) Gooding, R. H.; Odell, A. W. Celestial Mechanics 1988, 44,
267–282.

(39) Wigner, E. Phys. Rev. 1932, 40, 949–759.
(40) Feit, M. D.; J. A. Fleck, J.; Steiger, A. J. Comput. Phys. 1982,

47, 412–433.
(41) Feit, M. D.; J. A. Fleck, J. J. Chem. Phys. 1983, 78, 301.
(42) Box, G.; Muller, M. E. Ann. Math. Stat. 1958, 29, 610–611.
(43) Graziani, F. R.; Batista, V. S.; Benedict, L. X.; Castor, J. I.; Chen,

H.; Chen, S. N.; Fichtl, C. A.; Glosli, J. N.; Grabowski, P. E.; Graf, A. T.;
Hau-Riege, S. P.; Hazi, A. U.; Khairallah, S. A.; Krauss, L.; Langdon, A.
B.; London, R. A.; Markmann, A.; Murillo, M. S.; Richards, D. F.; Scott,
H. A.; Shepherd, R.; Stanton, L. G.; Streitz, F. H.; Surh, M. P.; Weisheit,
J. C.; Whitley, H. D. High Energy Dens. Phys. 2011; DOI: 10.1016/
j.hedp.2011.06.010.

(44) Iafrate, G. J.; Mendelsohn, L. B. Phys. Rev. 1969, 182, 244–258.



Published: November 22, 2011

r 2011 American Chemical Society 36 dx.doi.org/10.1021/ct2006314 | J. Chem. Theory Comput. 2012, 8, 36–46

ARTICLE

pubs.acs.org/JCTC

Constant pH Molecular Dynamics Simulations of Nucleic Acids
in Explicit Solvent
Garrett B. Goh,† Jennifer L. Knight,† and Charles L. Brooks*,†,‡

†Department of Chemistry and ‡Biophysics Program, University of Michigan, 930 N. University, Ann Arbor, Michigan 48109,
United States

bS Supporting Information

ABSTRACT: The nucleosides of adenine and cytosine have pKa values of 3.50 and 4.08, respectively, and are assumed to be
unprotonated under physiological conditions. However, evidence from recent NMR and X-ray crystallography studies has revealed
the prevalence of protonated adenine and cytosine in RNA macromolecules. Such nucleotides with elevated pKa values may play a
role in stabilizing RNA structure and participate in the mechanism of ribozyme catalysis. With the work presented here, we establish
the framework and demonstrate the first constant pHMD simulations (CPHMD) for nucleic acids in explicit solvent, in which the
protonation state is coupled to the dynamical evolution of the RNA system via λ-dynamics. We adopt the new functional form λNexp

for λ that was recently developed for multisite λ-dynamics (MSλD) and demonstrate good sampling characteristics in which rapid
and frequent transitions between the protonated and unprotonated states at pH = pKa are achieved. Our calculated pKa values of
simple nucleotides are in a good agreement with experimentally measured values, with a mean absolute error of 0.24 pKa units. This
work demonstrates that CPHMD can be used as a powerful tool to investigate pH-dependent biological properties of RNA
macromolecules.

1. INTRODUCTION

An increasing number of experimental studies in recent years
have recognized the role of protonated nucleotides, particularly
adenine and cytosine, in RNA structure and function. Experi-
mental pKa values of the nucleosides have been measured to be
3.50 for adenosine and 4.08 for cytidine, which become proto-
nated at the N1 and N3 atoms, respectively (Figure 1).1 These
findings suggest that adenine and cytosine should typically be
unprotonated at physiological pH and that their contributions to
RNA structure and function were initially assumed to beminimal.
However, recent studies have revealed the prevalence of proto-
nated adenine and cytosine in a wide variety of nucleic acid
structures ranging fromDNA triple helices to the anticodon stem
loop of tRNA,2�6 indicating that the pKa value of these residues
may be shifted upward to near physiological conditions of pH 7.
Protonated bases have been reported to be responsible for a
number of noncanonical base pair configurations, which suggests
their ability to influence RNA structure.7,8 A key example is the
wobble A+

3C base pair that has been implicated in stabilizing
RNA loop structures9,10 and in the pH-dependent conforma-
tional flexibility of the ribosomal peptidyl transferase center.11

Wobble A+
3C base pairs may also form in DNA under biologi-

cally relevant conditions,12 where they can have mutagenic and
carcinogenic effects.13,14 Apart from these structural influences,
it has been suggested that the elevated pKa of these nucleic acids
may play a significant role in ribozyme catalysis, as these proto-
nated residues may be involved in general acid�base catalysis,
playing an analogous role to histidine residues in proteins.15�19

Some examples of its role in catalysis include hepatitis δ virus
ribozyme20�24 and hairpin ribozyme,25�30 where experimental
studies have demonstrated that a loss-of-function mutation of
key residues that have elevated pKa values led to a significant drop
in catalytic activity.

Despite the copious amount of biochemical and structural
studies that are available for these RNA structures, there still
remains some ambiguity as to the exact function of these
protonated residues. For example, while experimental studies
strongly suggest that adenine 38 (A38) participates in the
cleavage and ligation reaction that is catalyzed by the hairpin
ribozyme, its specific role in the catalytic mechanism and the
structural dynamics of the ribozyme remains disputed.25�30 In
such situations, in silico modeling of RNA structures may shed
some light on the existing controversy. Walter and co-workers
have demonstrated the usefulness of using molecular dynamics
(MD) simulations to clarify the role of the protonated A38 in
the hairpin ribozyme by suggesting that it serves as a general
acid in aligning reactive groups and stabilizing the negative
charge.31,32 However, such traditional MD simulations are
limited in the sense that prior knowledge obtained from
experiment about the identity of key catalytic residue(s) and
its protonation state(s) is required. In terms of in silico
prediction of pKa values, Honig and co-workers have recently
demonstrated the ability to accurately calculate the pKa values
of nucleotides using numerical solutions to the Poisson�
Boltzmann equation from a series of representative static
snapshots obtained from RNA NMR structures.33 While these
calculated pKa values may identify the correct protonation state
to be used in a traditional MD simulation, the latter still lacks
the ability to incorporate protonation state information on-the-
fly. The ability to perform pH-coupled MD is clearly desirable
since it would model realistic pH-dependent responses to
structural fluctuations and provide mechanistic insight to
RNA-catalyzed reactions.

Received: September 8, 2011
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In the development of MD simulations, there has been consi-
derable success in calculating pKa values of protein residues.
Warshel and co-workers first demonstrated the feasibility of
using microscopic free energy calculations to determine the
pKa values of protein residues.34�37 Variations of this approach
have been developed that couple the protonation state of a
titratable residue with the protein conformation; in these strate-
gies, the atomic coordinates and the protonation state itself
evolve according to the dynamics of the system. Two distinct
classes of implementation for this methodology exist and differ
in the manner in which the titration coordinates are treated—
either discretely or continuously. The discrete titration variant is
typically implemented by combiningMD sampling of the atomic
coordinates with Monte Carlo (MC) sampling of protonation
states. At regular intervals during a typical MD simulation, a MC
step is performed to determine the change of the protonation
state. Implementation of discrete constant pHMD(CPHMD) in
explicit solvent was first reported by B€urgi et al.38 and Baptista
and co-workers,39 and a number of methodological improve-
ments were made by Baptista and co-workers 40�42 and Stern.43

Discrete CPHMD has also been implemented with implicit
solvent by Dlugosz and Antosiewicz44,45 and Mongan et al.,46

with improvements to achieve better sampling by Meng et al.47

and Williams et al.48 More recently, Warshel and co-workers
developed a more physically realistic form of pH-dependent
MD49 based on the time-dependent MC sampling of the proton
transfer process,50 which uses the empirical valence bond (EVB)
framework to simulate a single proton transfer from the protein
to a surrounding water molecule.51 In contrast, in the continuous
titration variant of CPHMD, the titration coordinate is propa-
gated continuously between the protonated and unprotonated
states. Brooks and co-workers developed CPHMD using implicit
solvent52�54 which utilized the λ dynamics approach55�57 to
treat the titration coordinates. Recent work by Shen and co-
workers has improved the prediction accuracy of continuous
CPHMD,58�60 and it has been extended to explicit solvent by
Grubm€uller and co-workers.61 Yang and co-workers have also
reported using orthogonal space random walk, an enhanced
sampling technique compatible with λ-dynamics, that provided
accurate pKa predictions for buried protein residues in explicit
solvent simulations.62 CPHMD has been used by Brooks and
co-workers to investigate numerous pH-dependent conforma-
tional changes in proteins,63�65 and other investigators in the
field have reported similar successes as well.66�70 For a more
comprehensive overview of CPHMD, we refer our readers to the
following review.71

In this article, we will adopt the newer functional forms of λ
developed by Knight and Brooks that have been implemented
in multisite λ-dynamics (MSλD)72,73 as the basis of a newMSλD-
based constant pH MD simulation framework (CPHMDMSλD)
and parametrize CPHMDMSλD to investigate protonation events
of nucleic acids in explicit solvent. We will demonstrate the
quality of this new CPHMDMSλDmodel by its ability to accurately
reproduce experimental pKa values of simple mononucleotide

systems to a mean absolute error of 0.24 pKa units. To the best of
our knowledge, this is the first constant pH MD simulation for
nucleic acids to be reported in literature.

2. THEORY

We briefly review the theory behind CPHMD and highlight the
relevant modification in our implementation of CPHMDMSλD. In
the original CPHMD model, the protonation/deprotonation pro-
cess is simulated as a special case ofλ-dynamicswhere theλ variables
are used to define titration coordinates.55�57 In λ-dynamics, the
simulation is under the influence of a hybrid Hamiltonian, and its
potential energy is defined by

UtotðX , fxg, fλgÞ ¼ UenvðXÞ þ ∑
Nsites

α¼ 1
½λα, 1ðUðX , xα, 1ÞÞ

þ λα, 2ðUðX , xα, 2ÞÞ� ð1Þ
where Nsites is the total number of titrating residues, X repre-
sents the coordinates of the environment atoms, and xα,1 and xα,2
represent the coordinates of atoms in residueα that are associated
with the protonated and unprotonated states, respectively. The
titrating proton and the other atoms whose charges vary accord-
ing to the protonation state of the residue (usually atoms within
2�3 bonds from the titrating proton) are included in both xα,1
and xα,2 and are defined as a part of the “titrating fragment.” The
scaling factor that is associatedwith the titrating residueα changes
dynamically throughout the simulation and is described by a set of
continuous coordinates that are governed by the following
equations:

λα, 1 ¼ sin2 θα and λα, 2 ¼ 1� sin2 θα ð2Þ
The end points define the physically relevant protonated (λα,1 = 1,
λα,2 = 0) and unprotonated (λα,1 = 0, λα,2 = 1) states. In recent
work, Knight and Brooks developed the alternative λNexp functional
form of λ:

λ
Nexp
α, i ¼ ecsin θα, i

∑
N

j¼ 1
ecsin θα, j

ð3Þ

When applied to the two-state system representing the proto-
nated and unprotonated forms this functional form becomes

λα, 1 ¼ ecsin θα, 1

ecsin θα, 1 þ ecsin θα, 2
and λα, 2 ¼ ecsin θα, 2

ecsin θα, 1 þ ecsin θα, 2

ð4Þ
This new form implicitly satisfies the constraints as required by
λ-dynamics:

0 e λi e 1 and ∑
N

i¼ 1
λi ¼ 1 ð5Þ

The use of the λNexp functional form also expands the future
functionality of our CPHMDMSλD model to titrate between
more than two states, such as the tautomeric forms of nucleic
acids.

In CPHMD simulations, the overall free energy of deprotona-
tion of a given residue, ΔGexp(RNA), is obtained by calculating
the difference between the free energy of deprotonation in the
RNA environment, ΔGsim(RNA), compared to that of a model
compound in solvent,ΔGsim(model). By equating this difference

Figure 1. Protonation site of (a) adenosine and (b) cytidine and their
respective pKa values.
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of free energies between the simulated system to that of the
experimental system, we obtain

ΔGexpðRNAÞ �ΔGexpðmodelÞ ¼ ΔGsimðRNAÞ �ΔGsimðmodelÞ
ð6Þ

which can be rearranged to estimate the experimental free energy
of deprotonation of the RNA:

ΔGexpðRNAÞ ¼ ΔGsimðRNAÞ �ΔGsimðmodelÞ þ ΔGexpðmodelÞ
ð7Þ

The free energy of deprotonation of the model compound may
also be expressed as

ΔGsimðmodelÞ ¼ lnð10ÞkBTðpKa � pHÞ ð8Þ
From this perspective, titratable groups in the RNA can be
viewed as model compounds that are perturbed by the introduc-
tion of the RNA environment via nonbonded interactions, and
this is the fundamental expression that needs to be calibrated for
each titratable residue in our model, in the present study,
adenosine and cytidine. For the initial calibration, the free energy
of deprotonation of each isolated model compound calculated
using traditional λ-dynamics provided the ΔGsim(model) value.
When ΔGsim(model) is applied to the simulation as a bias, it
results in a zero free energy difference between the protonated
and unprotonated states, and this condition is equivalent to
pH = pKa. To simulate the system under different pH environ-
ments, eq 8 is used to derive the equivalent ΔGsim(model) value
that should be applied to the simulation. The reference pKa used
in eq 8 was obtained from experimental pKa values that were
measured at zero ionic strength.1

In our implementation of CPHMDMSλD, two biases (Ffixed

and Fvar) are incorporated into the potential energy function, and
the resulting total potential energy function in our CPHMD
simulation may be written as

UtotðX , fxg, fλgÞ ¼ UenvðXÞ þ ∑
Nsites

α¼ 1
½λα, 1ðUðX , xα, 1Þ � Ffixedα, 1 Þ

þ λα, 2ðUðX , xα, 2Þ � Ffixedα, 2 Þ
þ Fvarα, 1ðλα, 1Þ þ Fvarα, 1ðλα, 2Þ� ð9Þ

In this formalism, the fixed biasing potential that is applied to the
unprotonated state (Fα,2

fixed) represents the calibrated ΔGsim-
(model) value. The other fixed biasing potential applied to the
protonated state (Fα,1

fixed) is kept at zero. Using this setup, when
the titration coordinates are allowed to propagate dynamically,
the two end points that correspond to physical states may not be
well-sampled. Thus, we included the variable biasing potential
(Fvar) which applies an additional bias to encourage sampling
of physical states. Identical variable biases are applied to both
protonation states.

Fvarα, i ¼
kbiasðλα, i � 0:8Þ2; if λi < 0:8
0; otherwise

(
ð10Þ

The populations of unprotonated (Nunprot) and protonated
(Nprot) states are extracted from the λ trajectory at each pH value,
which are used to derive the unprotonated fraction (Sunprot):

SunprotðpHÞ ¼ NunprotðpHÞ
NunprotðpHÞ þ NprotðpHÞ ð11Þ

Overall pKa values can be calculated by running simulations at
different pH values and fitting the series of Sunprot values to a more
generalized version of the Hendenson�Hasselbach formula:

SunprotðpHÞ ¼ 1

1 þ 10�nðpH � pKaÞ ð12Þ

where n is the Hill coefficient. In this formalism, n has a theoretical
value of one, and deviations from this value indicate the degree of
cooperativity (n > 1) or anticooperativity (n < 1) between strongly
interacting titratable groups.74,75

3. METHODS

3.1. Generating Input Structures. The input structures of
the nucleic acids that were used for the simulations were gen-
erated from CHARMM topology files using the IC facility
in CHARMM, while hydrogen atoms were added using the
HBUILD facility.76 Model compounds, adenosine and cytidine,
were solvated in a cubic box of explicit TIP3P water molecules77

of length ∼20 Å using the convpdb.pl tool from the MMTSB
toolset.78 The test compounds, adenosine monophosphate
(AMP) and cytidine monophosphate (CMP) and dinucleotide
sequences of CYT-CYT, ADE-ADE, and CYT-ADE were sol-
vated in a cubic box of explicit water molecules of length ∼50 Å
using the convpdb.pl tool from the MMTSB toolset. The ionic
strength was simulated by adding the appropriate number of Na+

and Cl� ions to match experimentally reported salt concentra-
tions using convpdb.pl. For the mononucleotides, two isomers in
the form of 50-phospate and 30-phosphate were constructed using
the patch keywords 5PHO and 3PHO, respectively, in
CHARMM. All other nucleic acid structures had hydroxyl groups
patched to the terminal ends via patch keywords 5TER and
3TER. Additional patches were constructed to represent the
protonated forms of adenine and cytosine, and all of the
associated bonds, angles and dihedrals were explicitly defined
in the patch. Each titratable residue was simulated as a hybrid
model that explicitly included atomic components of both the
protonated and unprotonated forms. The titratable fragment
included the nitrogen atom that is protonated, the protonated
hydrogen, and adjacent atoms whose partial charge differed
according to the protonation state (see Table 1 and correspond-
ing Tables S1�S3 in the Supporting Information). The environ-
ment atoms were defined as all atoms that were not included in
the titratable fragments.
3.2. MD Simulations.MD simulations were performed within

the CHARMM macromolecular modeling program (version
c36a6)76 using the CHARMM36 all-atom force field for RNA
and TIP3P water.79 The simulation set up for λ dynamics is
similar to that reported by Knight and Brooks.72,73 The SHAKE
algorithm80 was used to constrain the hydrogen heavy-atom
bond lengths. The Leapfrog Verlet integrator was used with an
integration time step of 2 fs. A nonbonded cutoff of 15 Å was
used with an electrostatic force shifting function, and a vdW
switching function between 10 Å and 12 Å. The λ dynamics was
performed within the BLOCK facility using the MSλD frame-
work (MSLD) and selecting the λNexp functional form for λ
(FNEX). Linear scaling by λ was applied to all energy terms
except bond, angle, and dihedral terms, which were treated at full
strength regardless of λ value to retain physically reasonable
geometries. Each θαwas assigned a fictitious mass of 12 amu 3Å

2,
and λ values were saved every 10 steps. The threshold value for
assigning λα,i = 1 was λα,ig 0.8. Variable biases (Fvar) were added
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to the hybrid potential energy function, and the associated force
constant (kbias) was optimized to enhance transition rates
between the two protonation states. Since identical kbias values
were applied to both protonated and unprotonated states, the
PMF at the end-points were not altered, and no reweighting
scheme was required. The temperature was maintained at 298 K
by coupling to a Langevin heatbath using a frictional coefficient
of 10 ps�1. Prior to the simulation, each system was minimized
using 300 steps of steepest descents (SD), followed by 200 steps
of adopted basis Newton�Raphson. After an initial heating of
4 ps and equilibration of 4 ps, a production run of 1 ns was
performed, unless otherwise stated.
3.3. Calculation of pKa Value. In our protocol, a single S

unprot

value was estimated by combining the populations of Nprot and
Nunprot from three independent simulations that used different
initial seed values. These combined Sunprot ratios that were
computed at different pH values were then fitted to eq 12 to
obtain a single pKa value. Unless otherwise specified, the
reported pKa value and its error correspond to the mean
and standard deviation calculated from three sets of pKa

calculations.

4. RESULTS AND DISCUSSION

4.1. New CHARMM Parameters for Protonated Adenine
and Cytosine.We calculated the partial charges for the adenine
and cytosine nucleobases in their neutral (unprotonated) and
charged (protonated) states using the MMFF94 force field.81

The change in the partial charge was added to the existing
partial charge parameters for neutral adenine and cytosine in
CHARMM to assign the charge distribution for the protonated
residues. A summary of the differences for charges and atom
types between the protonated and unprotonated nucleic acids is
reported in Table 1. Parameters for the bond, angle, and dihedral
energy terms for the protonated nucleic acid were adapted from
existing nucleic acid structures in CHARMM (see Supporting
Information). For the protonated adenine, the respective bonded
parameters were obtained from guanine, specifically from the six-
membered ring component that has atoms analogous to that of
adenine (N1, H1, C2, and C6). For the protonated cytosine, the
respective bonded parameters were obtained from a tautomeric
form of neutral cytosine (obtained from patch CYT1).

4.2. Optimization of Model Potential Parameters. Our
CPHMDMSλD model was implemented using the recently devel-
oped λNexp functional form for λ in MSλD:73

λ
Nexp
α, i ¼ ecsin θα, i

∑
N

j¼ 1
ecsin θα, j

Knight and Brooks reported setting the coefficient to 5.5 for the
optimal balance between enhancing transition rate and main-
taining numerical stability of the integrator in different environ-
ments.73 An identical setup was used successfully in our
CPHMDMSλD model. As with the previous implementation of
CPHMD for protein residues,52�54 we have used the calibrated
free energy of deprotonation (Gbias) as the fixed biasing potential
value in our simulation. The free energy of deprotonation was
calibrated for each isolated model compound, i.e., adenosine and
cytidine, embedded in explicit solvent using traditional λ-dynamics.
In order to facilitate transitions between the two protonation states,
we optimized the force constant (kbias) on the variable biasing
potential that was applied for each model compound.
It is interesting to note that without the application of the

variable bias, no transitions between the protonated and un-
protonated states were observed at conditions pH = pKa, where
one should expect equal population of both states and the
maximum transition rate between the two states (see Figure 2).
At values of kbias < 20 kcal/mol, there were very few transitions in
λ phase space between the two states for the entire duration of a
1 ns trajectory. At values kbias > 40 kcal/mol, transitionswere rapid,
but the end states were not adequately sampled. The optimal value
of kbias for each nucleoside was selected by considering the
competing needs for a high number of transitions and an adequate
sampling of the end points (i.e., maintaining a high fraction of
physical ligands (FPL) that were sampled). As illustrated in
Figure 3, these two properties were observed to be anticorrelated
to each other, and there is a distinct range of kbias values (between
25 and 35 kcal/mol) that yielded good transition rates, and where
more than 80% of the simulation is spent at the physically relevant
end points. The optimized parameters for the two model poten-
tials are reported in Table 2.
The variable bias with a relatively large force constant of

28�30 kcal/mol that is required to achieve a reasonable number
of transitions in our simulationmay be rationalized by noting that
the appearance of a full charge unit when titrating between the
two states is likely to significantly perturb the solvent environ-
ment around the nitrogen atom. We suggest that time is required
for the solvent to reorganize and fully accommodate the new
charge distribution as the system titrates from the unprotonated
to the protonated state. Figure 4 provides a comparison of the
radial distribution function (RDF) of water molecules surround-
ing theN1 atomof adenosine in its protonated and unprotonated
state and indicates that considerable rearrangement of the first
solvent shell upon ionization of the residue does occur. For the
RDF that describes the distances between N1 and the TIP3P
oxygen atoms, we observed that the charged protonated state had
a first solvation shell (2.7 Å) that is slightly closer than the
uncharged unprotonated state (2.9 Å). A more significant
change, however, was observed for the RDF that describes the
distances between N1 and the TIP3P hydrogen atoms in which
the protonated state first solvation shell was pushed back (3.4 Å)
compared to that of the unprotonated state (2.0 Å). These
observations are consistent with the expectation that water

Table 1. Charges and Atom Types Assigned to the Proto-
nated and Unprotonated States of Titratable Nucleic Acids

unprotonated protonated

name atom atom type charge atom type charge

ADE H1 � � HN2 0.527

N1 NN3A �0.74 NN2G �0.489

C2 CN4 0.50 CN4 0.611

C6 CN2 0.46 CN2 0.571

CYT H3 � � HN2 0.52

C5 CN3 �0.13 CN3 �0.174

C2 CN1 0.52 CN1 0.75

N3 NN3 �0.66 NN2C �0.874

C4 CN2 0.65 CN2 0.962

N4 NN1 �0.75 NN1 �0.654

H41 HN1 0.37 HN1 0.42

H42 HN1 0.33 HN1 0.38
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molecules would orient their hydrogen atoms toward the partial
negative charge of the nitrogen atom in the unprotonated state
and subsequently would flip their hydrogen atoms “outwards”
and orient their oxygen atoms closer toward the partial positive
charge of the protonated hydrogen that is present in the
protonated state. Similar trends were observed for the RDF of
water molecules that surround the N3 atom of cytidine (data not
shown). An analogous change in RDF of water molecules around
the protonated N5 atom of the substrate of dihydrofolate
reductase was also observed with MD simulations that sampled
different protein conformations that altered the water accessi-
bility of the ligand pocket.82

4.3. Sampling Efficiency of Explicit Solvent CPHMD Simu-
lations. The sampling efficiency as measured by the transition
rates between the two protonation states in our CPHMDMSλD

model is quite good with ∼50 transitions per ns for our model
compounds at pH = pKa. Given that the solvent reorganization
upon the perturbation of a full charge unit was reported to be on a
time scale of up to 3 ps in previousMD simulations39 and that the
mean duration of the physically relevant protonation states in our
simulations is 20 ps, the sampling characteristics of our system

are sufficient to allow solvent reorganization to occur. However,
the transition rate is markedly lower than what has been
observed in CPHMD simulations that are performed using
implicit solvent models.52,53 It should be noted that our model
potential parameters, specifically the kbias values as implemented
in CPHMDMSλD have been selected conservatively. For exam-
ple, the transition rate can be doubled at the expense of reducing
the FPL to 0.6 (Figure 3) which, provided that simulations are
long enough to sufficiently enumerate the relative end-state
populations, may be a better option for simulating full RNA
systems where observing transitions between protonation states
may be more challenging.
The more limited sampling efficiency of explicit solvent

CPHMD simulations was also recently reported by Grubm€uller
and co-workers where the titration of an imidazole model com-
pound achieved∼100 transitions in a 20 ns trajectory,61 which is
a rate of ∼5 transitions per ns. Considering the computational
expense of performing explicit solvent simulations, our rate
of ∼50 transitions per ns that is achieved with the optimiza-
tion of our implementation of explicit solvent CPHMD is clearly
advantageous. Finally, in Table 3, we present a comparison
between the sampling characteristics of our simulation to that
of previous work performed in the MSλD framework by Knight
and Brooks for modeling series of inhibitors of HIV-1 reverse
transcriptase.72 Using the same force constant for the variable
bias (i.e., kbias = 7) as what was previously reported, we observed
a significant drop in sampling performance with virtually no
transitions observed between the two protonation states at
pH = pKa. Our optimization of kbias assisted in improving the
sampling characteristics, but the transition rate still remains
about 4-fold less efficient than previous work. We note that
earlier work performed by Knight and Brooks modeled hybrid
ligands in which the substituents did not differ significantly in

Figure 2. Transitions between the protonated and unprotonated state of adenosine in λ phase space at pH = pKa for a 1 ns trajectory with varying kbias
values of (a) 20, (b) 30 and (c) 40.

Figure 3. Effect of increasing kbias on the transition rate and FPL for (a) adenosine and (b) cytosine. Sampling characteristics were obtained from 5
independent MD runs of 1 ns each.

Table 2. Parameters for the Model Potentiala

nucleotide Gbias (kcal/mol) kbias (kcal/mol) reference pKa
b

adenine 19.39 29.75 3.50

cytosine 75.24 27.75 4.08
a Gbias was assigned to be the free energy of deprotonation of adenosine
or cytidine at zero ionic strength, and kbias was optimized to achieve a
maximum transition rate while maintaining physical states for more than
80% of the entire trajectory. bReference pKa is the experimental pKa

values for the model compounds that were measured at zero ionic
strength.1
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terms of their partial charge distributions. Thus, the introduc-
tion of a full charge unit when titrating between the two states
in CPHMDMSλD is likely to be the primary cause for the
reduction sampling efficiency that we observe in the present
simulations.
4.4. Convergence and Precision of Calculations. The chal-

lenges associated with sampling and convergence for CPHMD
simulations have been reported on several occasions,48,54 and
these are expected to be an even greater concern in explicit
solvent CPHMD where sampling efficiency is reduced. To
validate the robustness of our CPHMDMSλD model in its ability
to achieve adequate convergence, we performed a series of
simulations at pH = pKa for our model compounds. The degree
of convergence in our simulations was determined by calculat-
ing the unsigned deviation between the free energy of proton-
ation, estimated from subsets of shortened trajectories, and the
free energy of protonation that was estimated from 10 1 ns
trajectories. Different combinations of trajectory length and
number of independent runs were systematically examined to
determine the most cost-effective trade-off between computa-
tional expense and precision of the calculations. The results are
summarized in Figure 5. It was observed that individual
trajectories required at least 100 ps to reliably observe any
transitions between protonation states. In fact, we observed that
a minimum simulation time of ∼500 ps per trajectory was
required to obtain a precision of ∼0.20 kcal/mol in our
calculations (Figure 5a), and running multiple shorter inde-
pendent runs would not produce converged results unless the
500 ps threshold was crossed. Our results indicate that good
precision can be achieved by using a total simulation time of
3 ns in the form of 3 independent runs of 1 ns each, where the
unsigned deviations for the free energy of deprotonation was
0.05 kcal/mol for adenosine (Figure 5b). It should be noted,
however, that this level of precision was achieved in previous
work three times more quickly for hybrid ligands whose charge
distributions were similar. All subsequent calculations of pKa

values in this paper were estimated using three independent
runs of 1 ns each.

The performance of the multisite λ-dynamics (MSλD) ap-
proach, on which CPHMDMSλD is based, has been evaluated in
comparison to traditional FEP calculations byKnight andBrooks.72

For substituents with similar charge distributions, it has been
established that relative hydration and relative binding free energies
calculated from both MSλD and FEP are in good agreement with
each other and that MSλD was three times more efficient than
regular FEP. Our current work involves substituents that have
significantly different charge distributions fromone another, i.e., the
charges associated with the protonated and deprotonated states,
respectively, and consequently CPHMDMSλD takes longer to
converge. Analogously, we expect that FEP calculations will also
take longer thanwhatwas reported inKnight andBrooks butwould
still be less efficient in their convergence than MSλD calculations.
In addition, traditional FEP calculations are not well-suited for
simultaneously exploring multiple titrating sites or multiple tauto-
mers, and so the MSλD-based approach of CPHMDMSλD is more
generalizable than FEP methods to model these more complex
situations.
4.5. Calibration Curve of Model Systems: Adenosine and

Cytidine.We calibrated our CPHMDMSλDmodel at 298 K using
zero salt concentration. The reference pKa that was used in the
calibration was the experimental pKa that was measured under
similar conditions (25 �C at zero ionic strength).1 The titration
curve of the model nucleoside compounds, adenosine and
cytidine, is shown in Figure 6. The best-fit Henderson�
Hasselbalch curve has a near ideal Hill coefficient for adenosine
(n = 0.94) and cytidine (n = 0.93). The calculated pKa value of
3.50 for adenosine was in excellent agreement with experimental
values, and the pKa of 4.22 for cytidine is only slightly higher than
the reference value by 0.14 pKa units. The accuracy of the
calculated pKa values is determined primarily by the sampling
efficiency at pH = pKa and the quality of the calibration of the
Gbias values that are used to simulate distinct pH conditions. Our
results demonstrate that a series of 3 � 1 ns simulations is
sufficient to provide reasonably accurate results, which is sig-
nificantly less than the 20 ns trajectory employed by Grubm€uller
and co-workers in their explicit solvent CPHMD model.61

Table 3. Sampling Characteristics of Simulations Performed at pH = pKa

previous worka adenosine (default) cytidine (default) adenosine (optimized) cytidine (optimized)

kbias 7.00 7.00 7.00 29.75 27.75

FPL 0.780 1.000 1.000 0.828 0.832

transitions (ps�1) 0.190 0.001 0.001 0.050 0.051
a Sampling characteristics of a two-state hybrid ligand in explicit water investigated in previous work (obtained from Table 3, hybrid ligand F).72

Figure 4. RDF of water molecules for (a) N1(ADE)-O(TIP3P) distances and (b) N1(ADE)-H(TIP3P) distances within a sphere of 10 Å from the N1
atom of adenosine in both protonated and unprotonated states.
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4.6. Quantitative pKa Value Calculations for Simple Nu-
cleotides. First, we tested our CPHMDMSλD model on single
nucleotide test compounds, adenine monophosphate (AMP)
and cytosine monophosphate (CMP), at zero ionic strength, and
the results are summarized in Table 4. The calculated pKa values
for AMP-5 and β-AMP-3 were 4.08 and 4.20, respectively.
Compared to adenosine, the pKa values of these nucleotide
counterparts were slightly elevated by ∼0.5 pKa units. Similarly,
the nucleotide counterparts of cytidine with pKa values for CMP-
5 and β-CMP-3 of 4.90 and 4.77, respectively, had slightly
elevated pKa values by ∼0.5 pKa units compared to cytidine.
The calculated pKa values for both 50- and 30-phosphate isomers
of adenosine and cytosine are not statistically different at the 95%
confidence interval. The increase in the calculated pKa values
from their nucleoside counterparts is expected, since the pres-
ence of the negative charge from the phosphate group may
interact with the positively charged protonated base and weakly
stabilize it, thus increasing the population of the protonated state
and causing a corresponding increase in the calculated pKa value.

In order to compare our calculated pKa values with experi-
mental results, we performed simulations that mimicked the
ionic strength of the environment (i.e., 100�150 mM NaCl) in
which the experiments were performed.83,84 By explicitly incor-
porating the salt environment, the calculated pKa values are
systematically lowered relative to those obtained from the zero
ionic strength simulations. This shift in pKa values is to be
expected since the presence of Na+ ions screens the electrostatic
effects of the phosphate group. The results in Table 4 indicate
that our pKa predictions had an average absolute error of
0.24 pKa units compared to experiment, and we conclude that
our CPHMDMSλD model is capable of making accurate quanti-
tative predictions of pKa values for simple nucleotides. These
results also indicate that our model is capable of accounting for
the differences between zero and nonzero ionic strength environ-
ments and highlights the importance of simulating the sys-
tem at the appropriate ionic strength to mimic experimental
conditions.
4.7. Modeling Interactions between Adjacent Titrating

Residues. Finally, we tested our CPHMDMSλD model on
dinucleotide sequences ADE-ADE, CYT-CYT, and CYT-ADE
at zero ionic strength, where both nucleotides were titrated
simultaneously in the same simulation. The pKa values were
shifted upward compared to the nucleoside model compounds
for all sequences, ADE-ADE (4.08 ( 0.20 and 4.06 ( 0.16),
CYT-CYT (4.93 ( 0.05 and 4.76 ( 0.09), and CYT-ADE
(5.06 ( 0.07 and 3.85 ( 0.26) and were similar to the corre-
sponding mononucleotide pKa values. For some of the sets of
pKa calculations for the dinucleotide sequences, the Hill coeffi-
cient had more significant deviations from one compared to the
monomeric compounds. Specifically, the value was lowered
(n < 0.8) for 5 of the 9 sets of pKa calculations. When the Hill
coefficient deviates from one, it suggests that adjacent residues

Figure 5. Unsigned deviation for the free energy of deprotonation of adenosine as a function of (a) total simulation time from all N trajectories and
(b) individual simulation time of each of the N trajectories.

Figure 6. Sample titration curves for model nucleoside compounds (a) adenosine and (b) cytidine.

Table 4. Calculated and Experimental pKa Values of Test
Compounds

compound [NaCl] (M) calculated experimental abs. error

β-AMP-3 no salt 4.20 ( 0.06 � �
β-AMP-3 0.15 3.79 ( 0.11 3.65 0.14

AMP-5 no salt 4.08 ( 0.03 � �
AMP-5 0.15 3.89 ( 0.16 3.74 0.15

β-CMP-3 no salt 4.77 ( 0.05 � �
β-CMP-3 0.15 4.56 ( 0.10 4.31 0.25

CMP-5 no salt 4.90 ( 0.07 � �
CMP-5 0.10 4.67 ( 0.08 4.24 0.43
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are interacting with each other in either a cooperative (n > 1) or
an anticooperative (n < 1) fashion. Cross-correlation analysis of
the protonation states (data not shown) however indicates only
weakly correlated behavior, which suggests that the interaction
between adjacent residues is not strong. The second set of pKa

calculations on CYT-ADE exhibited the lowest Hill coefficient
(n = 0.60), indicating the strongest anticooperative behavior.
Analysis of the individual titration curves as shown in Figure 7
indicates that the Sunprot ratio shows the greatest deviation
between the second set and the other two sets at pH 3. We
analyzed the mean distance between the nitrogen atom that is
protonated in CPHMD (i.e., N3 CYT and N1 ADE) of adjacent
residues at pH 3, and the results are shown in Figure 7. In one
simulation of the second set, the mean distance sampled was
about 4�6 Å, in comparison to the typical values of 8�16 Å for
all other simulations. We suggest that this simulation contributed
significantly to the higher Sunprot ratio for the second set that in
turn gave rise to the lower Hill coefficient. The lack of strong
interactions between adjacent titrating residues in the other two
sets of pKa calculations of CYT-ADE is apparently due to the lack
of sampling of configuration space in which these two residues
are close enough to influence each other’s protonation state. We
suggest that stronger cooperative or anticooperative effects are
likely to be observed when modeling RNA structures with stable
conformations in which the nucleobases are held in close prox-
imity to one another.
4.8. Moving toward CPHMD of Full RNA Systems. The

remarkable agreement of our calculated pKa values to experiment
is encouraging; however, several challenges may be anticipated
when applying our CPHMDMSλD model to full RNA structures.
First, instead of isolated monomeric compounds, the titratable

residues of interest in RNA macromolecules are nucleotides that
are buried in the interior of the RNAwhich interact with multiple
residues (e.g., via base-pairing interactions). Therefore, the
increased perturbation of the titrating residue’s local environ-
ment and the increased complexity arising from nonbonded
interactions with adjacent residues are likely to reduce sampling
efficiency in full RNA structures. We illustrate this claim with a
hypothetical example of a residue whose pKa value varies with
RNA conformation. The formation of aWatson�Crick A-T base

pair involves the N1 atom of adenine, and this results in a
depression of its pKa value relative to the isolated base since the
nitrogen atom (that would be protonated in CPHMD) is now
serving as a hydrogen-bond acceptor. Conformational fluctua-
tions, such as base flipping motions, may expose these buried
nucleotides to the solvent and cause a corresponding increase in
their respective pKa values. In order to reproduce experimentally
measured pKa values from NMR studies in the above example, it
may be necessary to sample these two conformational states that
are observed at the time scale of which the measurements were
taken. The use of advanced sampling methods, such as replica
exchange, has been previously implemented in protein CPHMD
by Brooks and co-workers to improve sampling performance54

and when used with CPHMDMSλD may be expected to yield
similar improvements in model performance. Similarly, acceler-
ated MD85 has been implemented with CPHMD, and it has
yielded improvements in conformation sampling.48 Other
sampling methods developed to sample long time scale confor-
mation changes, such as self-guided langevin dynamics,86,87 may
also achieve a similar effect.
Another challenge may arise from the sampling in λ phase

space in the presence of many interacting titratable groups.
Under the physiologically relevant pH range, protein residues
typically have 4 titratable residues out of 20 amino acids. In
contrast, half of the nucleic acid building blocks are titratable in
our current CPHMDMSλD model. While it may be common that
titratable residues on a protein are separated from one another in
terms of spatial proximity, and thus the state of one titratable
residue is unlikely to influence the others, this is not the case for
RNA. In the absence of prior information about which residues
will likely be in which protonation states, all adenosine and
cytosine residues in the macromolecule could be modeled as
titratable. However, in this case, the cooperative or anticoopera-
tive effect that these simultaneously titrating residues have on
one another could be significant. Such a situation may lead to
hidden barriers in adjacent λ phase spaces, in which the λ values
of residue i are restricting the propogation of the λ values of
residue j. Thus, the efficiency of sampling in λ phase space would
need to be improved, and a lower FPLwithout compromising the
physical accuracy of the model may be necessary in order to

Figure 7. (a) Titration curves for CYT-ADE and (b) time series of distance between N3 CYT and N1 ADE atoms at pH 3 for all 3 sets of pKa

calculations.
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maintain a reasonable minimum transition rate between the two
protonation states. A recently developed enhanced sampling
technique, orthorgonal space random walk (OSRW) has been
developed to address such sampling challenges associated with
strongly coupled hidden free energy barriers, and it has been
successfully applied to predict the pKa values of buried protein
residues that are typically not accurately reproduced in conven-
tional CPHMD approaches. The implementation of OSRWwith
CPHMDMSλD could potentially model strongly coupled titrating
residues with better accuracy.62,88

For CPHMDMSλD to successfully investigate pH-dependent
properties of RNA structures over a longer time scale (μs and
beyond) or pH-dependent properties of large RNA structures,
such as a ribosomal subunit, a reduction of the computational
expense that is associated with explicit solvent CPHMD is
desirable. Greater computational efficiency may be achieved by
using hybrid explicit/implicit solvation models, in which a few
layers of explicit solvent water molecules are placed near the
RNA surface with the rest of the environment described by an
implicit solvation model.89�91 Other models reduce the number
of explicit waters in the simulation by using a thin shell of explicit
water and hold these waters near the RNA surface with a
restraining force.92,93 The use of the surface constrained all atom
solvent model that requires fewer explicit water molecules than
the periodic boundary conditions implementation inMD simula-
tions94,95 has also been validated on a number of pKa calculations
performed on protein residues.37,96 Multiscale modeling ap-
proaches that use a coarse-grained model to provide the reference
potential for the thermodynamic cycle that can be used to speed up
the free energy calculations of protonation events to simulate pH-
dependent dynamics have also been reported recently.49,97 Alter-
natively, we have seen considerable advances in implicit solvent
models in recent years,98 and they been been successfully im-
plemented with protein CPHMD.52�54 Established work in
parametrizing implicit solvation models for RNA is encouraging,99

but ongoing work in our lab (unpublished results) indicates that
implicit solvent models do not accurately reproduce explicit
solvent simulations results when simulating RNA. Therefore, the
successful implementation of an implicit solvation model to
CPHMDMSλD would be an avenue for future development.
Finally, while the use of NaCl may serve to reproduce the ionic

strength environment at which experimental studies are con-
ducted, divalent ions, such as Mg2+, play functional roles in many
RNA structures, and current parameters would need to be exam-
ined to ensure their ability to reproduce experimental observa-
bles in RNA macromolecules. Our CPHMDMSλD model may
also be expanded to include titratable residues of guanine, uracil,
and thymine. Although the bulk of experimental studies have
implicated adenine and cytosine as key protonated residues in
RNA, there is some evidence that suggests that the presence of
protonated guanine, such as the G8 residue in the active site of
the hairpin ribozyme, may also play a mechanistic role.100 The
adoption of the λNexp functional form for λ in our CPHMDMSλD

model also allows us to expand the representation of the titra-
table fragments to include tautomeric forms of nucleotides in
both the unprotonated and protonated states. Recent theoretical
studies have also suggested that stable tautomers may exist under
specific conditions.101�103 Thus, the ability to titrate among four
states (unprotonated, unprotonated tautomer, protonated and
protonated tautomer) may assist in clarifying the structural or
mechanistic roles that involve tautomeric forms in RNA.

5. CONCLUSION

In conclusion, we have parametrized a protonated adenine and
protonated cytosine for use in the first reported constant pH
molecular dynamics (CPHMD) for nucleic acids. We have
adopted the new functional form λNexp for λ that was recently
developed for multisite λ-dynamics (MSλD) and demonstrate
good sampling characteristics in which rapid and frequent
transitions between the protonated and unprotonated states at
pH = pKa are achieved, while sampling the physically relevant
protonation states for more than 80% of the trajectory. Com-
pared to existing implementations of explicit solvent CPHMD,
the sampling in our method sees a 10-fold improvement, while
maintaining sufficient residency time of the physical protonation
states to ensure proper solvent reorganization. A series of 3
independent runs of 1 ns each was determined to be sufficiently
precise for calculating the pKa values for simple nucleotide
systems. pKa values calculated for simple nucleotides are in a
good agreement with experimentally measured values with
a mean absolute error of 0.24 pKa units, affirming that our
CPHMDMSλD model has the ability to make accurate quantitative
predictions for simple nucleotide systems. Our work paves the way
for the deployment of CPHMD as a powerful tool to investigate
pH-dependent biological properties of RNA macromolecules.
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Conformational Transitions and Convergence of Absolute Binding
Free Energy Calculations
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ABSTRACT: The Binding energy distribution analysis method (BEDAM) is employed to compute the standard binding free
energies of a series of ligands to a FK506 binding protein (FKBP12) with implicit solvation. Binding free energy estimates are in
reasonably good agreement with experimental affinities. The conformations of the complexes identified by the simulations are in
good agreement with crystallographic data, which were not used to restrain ligand orientations. The BEDAM method is based on
λ-hopping Hamiltonian parallel replica exchange (HREM)molecular dynamics conformational sampling, the OPLS-AA/AGBNP2
effective potential, and multistate free energy estimators (MBAR). Achieving converged and accurate results depends on all of these
elements of the calculation. Convergence of the binding free energy is tied to the level of convergence of binding energy distributions
at critical intermediate states where bound and unbound states are at equilibrium, and where the rate of binding/unbinding
conformational transitions is maximal. This finding mirrors similar observations in the context of order/disorder transitions as for
example in protein folding. Insights concerning the physical mechanism of ligand binding and unbinding are obtained. Convergence
for the largest FK506 ligand is achieved only after imposing strict conformational restraints, which however require accurate prior
structural knowledge of the structure of the complex. The analytical AGBNP2model is found to underestimate the magnitude of the
hydrophobic driving force toward binding in these systems characterized by loosely packed protein�ligand binding interfaces.
Rescoring of the binding energies using a numerical surface area model corrects this deficiency. This study illustrates the complex
interplay between energymodels, exploration of conformational space, and free energy estimators needed to obtain robust estimates
from binding free energy calculations.

’ INTRODUCTION

Molecular recognition is essential for virtually all biological
processes. By binding to specific sites, medicinal compounds
modulate the specific activity of protein targets; the main aim of
structure-based drug design is to select compounds with both
specific and strong affinity for their target receptors. Accurate
computational prediction of the affinity of small molecules to
proteins remains a very difficult task.1�3 Docking programs that
predict the orientation of a small molecule in the three-
dimensional structure of the receptor have become a widely used
tool for structure-based rational drug design.4�7 Docking and scor-
ing approaches are useful to screen large databases of ligand candi-
dates but are not considered sufficiently accurate for quantitative
estimation of the binding free energies.8 One reason is that
docking-based methods do not generally treat entropic effects
and receptor flexibility, which have a significant effect on binding
affinities. Physics based-models for binding,9,10 which use realis-
tic representations of molecular interactions and atomic motion,
have the potential to include these important effects.

Statistical mechanics provides the framework to deriving a
comprehensive theory for the binding free energy of ligands to a
protein.11 Simplified formulations of this theory, such as the
linear interaction energy (LIE)12�14 models, have been pro-
posed. Other so-called end point methods such as MM/PBSA
and mining minima (MM)15,16 include explicit or implicit appro-
ximations and simplifications. Even the most advanced free
energy models available based on molecular dynamics (MD)
multistate sampling and state of the art atomistic force fields are
affected by inaccuracies due to limitations of potential models

and conformational sampling, as well as uncertainties regarding
the relevant physiochemical states of the system (solution condi-
tions, protonation state and tautomeric state assignments, etc.).17

Despite these challenges, MD-based free energy models remain a
key topic of development given their potential to achieve suf-
ficient realism to tackle detailed aspects of ligand optimization,
and to address questions such as drug specificity and resistance.

Applications of free energy methods to pharmaceutical design
have historically focused on computing the relative binding free
energy between two related compounds to the same receptor.18�21

Thesemodels, commonly based on free energy perturbation (FEP)
or thermodynamic integration free energy estimators, are most
suitable for sets of very similar ligands sharing the same binding
mode. There are, however, many instances where one is inter-
ested in estimating binding affinities of sets of structurally diverse
molecules such as when searching for novel scaffolds or compar-
ing binding to different mutant forms of the receptor. In recent
years, double decoupling free energy methodologies that allow
the computation of absolute, rather than relative, binding free
energies have been reported.22�25 Early studies in this area have
often been proofs of principle,26,27 and recent applied work has
focused on simple model systems.28,29 A critical aspect of these
methods is the level of conformational sampling, which needs to
be capable of generating a sufficiently comprehensive represen-
tation of protein�ligand conformations, including possibly re-
arrangements of the receptor.2,22,30,31
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In this paper, we analyze the performance of the binding
energy distribution analysis method (BEDAM), an absolute
binding free energy method we recently proposed,29 on the
calculation of the standard binding free energies of a series of
inhibitors of the FKBP receptor.32 BEDAM is based on the
statistical analysis of probability distributions of the effective
binding energy of the complex as the function of a thermo-
dynamic progress variable, λ, connecting the coupled and
decoupled states of the complex. The methodology is aimed at
not only providing reasonable affinity estimates but also at
providing physical insights concerning the driving forces for or
against binding. The method makes use of parallel Hamiltonian
replica exchange (HREMD) to enhance conformational sam-
pling efficiency to search for the most effective binding mode
as well as to explore multiple binding modes as a function of λ.
Advanced statistical reweighting techniques33�35 are used to
optimally merge data obtained along the binding thermody-
namic path. In BEDAM, solvation effects are treated using the
analytical generalized Born plus nonpolar (AGBNP) implicit sol-
vent model,36,37 which is particularly suitable for binding appli-
cations.

One aim of this study is to validate the BEDAM computational
protocol, previously tested on fragment binding to a model
binding site,29 to more complex systems closer to actual phar-
maceutical design. We selected a validation system composed of
a series of inhibitors of a FK506 binding protein (FKBP12).
FKBP12 is a 12 kD immunophilin enzyme which catalyzes the
cis�trans isomerization of peptide bonds. Inhibitors bind in the
relatively shallow and solvent-exposed hydrophobic pocket.38

The FKBP system is a suitable target for this purpose, as it is
relatively well understood and has been studied before by double
decoupling free energy methods.39,40 The larger size of the
ligands is one obvious difference between this system and the
mutant T4 lysozyme system we studied previously.29 As it
involves alchemically creating protein�ligand interactions at
the expense of hydration interactions, the magnitude of the
perturbation to the system increases with ligand size. The mixed
hydrophobic and polar composition of the ligands and of the
receptor binding pocket, and their partial exposure to solvent,
also contribute to the added complexity of this system relative to
earlier tests.

We evaluate on this system a loose restraining scheme of the
kind that would be employed when structural information
regarding the complexes is either lacking or uncertain. The
protocol employed here does not restrain the complex to the
crystallographic conformation; the ligand is free to explore all
orientations and a wide variety of positions in the binding site,
and both the ligand and the receptor are modeled flexibly. This
choice, although a source of added complexity, reflects our
interest in evaluating the ability of the BEDAM method to
predict the main binding mode, together with other binding
modes if present, and in studying the physical mechanisms of
ligand binding and unbinding. An approach which does not
rely as much on crystallographic information is conceivably
better suited for cases when information about the structure of
the complex is uncertain or not available, or when, such as in
fragment screening,41�43 multiple binding poses contribute to
binding. On the other hand, it has been shown that including
available structural information, implemented in terms of con-
figurational restraints, leads to better convergence of binding free
energies.17,44 Previous binding free energy studies of the FKBP12
target,39,40 in particular, employed a conservative restraining

approach, using the knowledge of the structures of the complexes
to restrain sampling near the bound structures of the protein�
ligand complexes. In this study, we address the relationship
between the level of restraining used to define the binding site
volume and the ease of convergence of absolute binding free
energy calculations. The ability to follow the mechanism of
association is one benefit of conducting this kind of binding free
energy calculations in a less restrained fashion. We illustrate
examples of association events that could be relevant to the
physical mechanism of binding.

The study of the role of the binding reorganization free energy
effects is also facilitated by a wider exploration of conformational
space. It is often the case that both binding partners undergo
substantial conformational changes upon binding. The corre-
sponding reorganization free energy is recognized as an impor-
tant component of the binding free energy45 and a key factor
needed to understand ligand affinity and specificity.46 We have
previously shown that conformational reorganization upon bind-
ing plays a pivotal role in cases, such as epitope�antibody
binding,47,48 in which there are small variations in the binding
interface andmost of the variations in binding affinities are due to
differences in reorganization of the binding partners. Binding
reorganization effects have been shown to be important in the
FKBP12 system as well.49,50 One question we would like to
answer is to what extent the λ-hopping HREMD conformational
sampling algorithm in BEDAM is capable of capturing binding
reorganization effects, particularly those involving internal de-
grees of freedom of the receptor and the ligand, which are not
directly accelerated by the method.

We find that in this regime the convergence of the binding free
energy is dominated by the rate of conformational transitions
between bound and unbound macrostates of the complex, and
that these transitions have the features of pseudo-order/disorder
phase transition analogous to protein folding equilibria. The rate
of conformational transitions depends mainly on the conforma-
tional sampling algorithm, and conversely, optimization of the λ
schedule does not necessarily lead to an improvement of the
convergence rate of the binding free energy. We believe that
these are general issues applicable to many alchemical binding
free energy methods.

’THEORY AND METHODS

The Binding Energy Distribution Analysis Method (BEDAM).
The BEDAMmethod29 computes the binding free energyΔFAB� for
the monovalent association of a receptor A and a ligand B by means
of the expression

ΔF�AB ¼ � kT ln½C�Vsite

Z
du p0ðuÞ e�βu�

¼ � kT ln C�Vsite þ ΔFAB ð1Þ

which follows, without approximations, from a well-established
statistical mechanics theory of molecular association,11 where
β = 1/kT, C� is the standard concentration of ligand molecules
(set to C� = 1 M, or equivalently 1668 Å�3), Vsite is the volume
of the binding site, and p0(u) is the probability distribution
of binding energies collected in an appropriate decoupled en-
semble of conformations in which the ligand is confined in
the binding site while the receptor and the ligand are both
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interacting only with the solvent continuum and not with each
other. The binding energy

uðrB, rAÞ ¼ VðrB, rAÞ � VðrBÞ � VðrAÞ ð2Þ
is defined for each conformation r = (rB,rA) of the complex as
the difference between the effective potential energies V(r) of
the associated and separated conformations of the complex
without conformational rearrangements. In our implementa-
tion, BEDAM employs an effective potential in which the solvent
is represented implicitly by means of the AGBNP2 implicit solvent
model37 together with the OPLS-AA51,52 force field for covalent and
nonbonded interatomic interactions.
Equation 1 explicitly indicates that the standard binding free

energy is the sum of two terms. The first term, �kT ln C�Vsite,
represents the entropic work to transfer the ligand from the
solution environment at concentrationC� into the binding site of
the complex. This term depends only on the standard state and
the definition of the complex macrostate. The second term,
ΔFAB, involving the Boltzmann-weighted integral of p0(u),
corresponds to the work for turning on the interactions between
the receptor and the ligandwhen the ligand is confined in the bind-
ing site region.29 Equation 1 also naturally leads to the definition of
a binding affinity density function k(u) = C�Vsite p0(u) exp(�βu)
in terms of which the binding constant is written as

KAB ¼ e�βΔF�AB ¼
Z

kðuÞ du ð3Þ

On the basis of eq 3, the binding affinity density k(u) can be
interpreted as a measure of the contribution of the conformations
of the complex with the binding energy, u, to the binding
constant.29 We have shown that k(u) is proportional to p1(u),
the binding affinity density in the coupled ensemble of the com-
plex, with a proportionality constant related to the binding free
energy.29

The larger the value of the integral in eq 1, the more favorable
is the binding free energy. The magnitude of the p0(u) distribu-
tion at positive, unfavorable values of the binding energy u
reflects the entropic thermodynamic driving force which opposes
binding, whereas the tail at negative, favorable binding energies
measures the energetic gain for binding due to the formation of
ligand�receptor interactions. The interplay between these two
opposing forces ultimately determines the strength of binding.
We found that the ability of BEDAM to explicitly include both
favorable energetic gains and unfavorable entropic losses to be
essential to properly reproducing experimental binding affinities
in a challenging set of candidate ligands to T4 lysozyme receptors
whose estimates of binding affinity failed by simplified docking
and scoring approaches.53

The accurate calculation of the important low energy tail of
p0(u) can not be accomplished by a brute-force collection of
binding energy values from a simulation of the complex in the
decoupled state because these are rarely sampled when the ligand
is not guided by the interactions with the receptor. Instead, we
use biased sampling and parallel Hamiltonian replica exchange
(HREM), in which swarms of coupled replicas of the system,
differing in the value of an interaction parameter 0 e λ e 1
controlling the strength of ligand�receptor interactions, are
simulated simultaneously. The replicas collectively sample a wide
range of unfavorable, intermediate, and favorable binding en-
ergies which are then unbiased and combined together by means
of reweighting techniques.34,35

BEDAM is based on biasing potentials of the form λu(r),
yielding a family of λ-dependent hybrid potentials of the form

VλðrÞ ¼ V0ðrÞ þ λuðrÞ ð4Þ
where

V0ðrÞ ¼ VðrBÞ þ VðrAÞ ð5Þ
is the potential energy function of the decoupled state. It is easy
to see from eqs 2, 4, and 5 that Vλ=1 corresponds to the effective
potential energy of the coupled complex andVλ=0 corresponds to
the state in which the receptor and ligand are not interacting
(decoupled state). Intermediate values of λ trace an alchemical
thermodynamic path connecting these two states. The binding
free energy ΔFAB is by definition the difference in free energy
between these two states.
For later use, we introduce here the reorganization free energy

for binding ΔGreorg� defined by the expression10

ΔF�AB ¼ Æuæ1 þ ΔG�
reorg ð6Þ

where Æuæ1 is the average binding energy at λ = 1 and ΔFAB� is
the standard binding free energy.
Soft Core Implementation. To improve convergence of the

free energy near λ = 0, in this work, we employ a modified “soft-
core” binding energy function,10 similar in spirit to a recently
proposed approach,54 of the form

u0ðrÞ ¼ umax tanh½uðrÞ=umax�, uðrÞ > 0
uðrÞ uðrÞ e 0

(
ð7Þ

where umax is some large positive value (set in this work as 1000
kcal/mol). This modified binding energy function, which is used
in place of the actual binding energy function [eq 2] wherever it
appears, caps the maximum value of the binding energy while
leaving unchanged the value of favorable binding energies. This
serves two purposes. One purpose is to improve sampling at
small λ’s by letting atoms pass through each other without
clashing. This is possible because for values of λ around 1/umax
or smaller, λu0(r) in eq 4 is guaranteed to be comparable to
thermal energy even for conformations with atomic overlaps and
large and unfavorable binding energies. In contrast, with the
original definition of the binding energy, only at λ = 0 can atoms
pass through each other without clashing. In addition, the soft-
core binding energy function simplifies the choice of the λ
schedule near λ = 0. As discussed below, overlaps between
neighboring binding energy distributions are necessary for free
energy estimation. The large range of binding energies sampled
in the positive range and the rate of change of the binding energy
distributions as a function of λ for small λ make it difficult to
select a λ schedule near λ = 0 to ensure sufficient overlaps
between binding energy distributions. The distributions pλ(u0) of
the soft core binding energy are instead much better behaved
because the range of soft core binding energies has a finite upper
limit (u0 = umax) for any conformation of the complex. Moreover,
because the corresponding replicas can sample equally well
conformations with atomic overlaps, it is guaranteed that dis-
tributions pλ(u0) for values of λ on the order of 1/umax or smaller
will overlap with the distribution at λ = 0. In this work, we set the
minimum nonzero value of λ as 1/umax and confirmed numeri-
cally that the corresponding binding energy distribution overlaps
significantly with p0(u).
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It is evident from eq 4 that λ = 0 identifies the decoupled state
regardless of the definition of the binding energy. However, the
potential energy function of the coupled state V1 = V0 + u is in
principle affected by whether we employ eq 2 or eq 7 to represent
the binding energy. Therefore, we must consider to what degree
the binding free energy, which measures the free energy differ-
ence between these two states, is affected by the introduction of
the soft core binding energy function. Intuitively, the binding free
energy cannot significantly be affected by the soft core function if
umax is very large compared to thermal energy (we set umax =
1000 kcal/mol). The alternative would imply that the binding
affinity depends on the details of the interatomic potentials at
high energies which are not known accurately or, much less,
modeled correctly by classical force fields. Indeed, the λ = 1
ensemble with the soft core function is virtually indistinguishable
from the original λ = 1 ensemble because the probability of
sampling large positive binding energies, which are the only cases
in which the original and soft core binding energy functions differ
substantially, is infinitesimally small at λ = 1. A study includ-
ing theoretical considerations and numerical tests of hard-
core versus soft-core functions will be reported in a separate
publication.
Free Energy Estimation. In this work, we employ the multi-

state Bennett acceptance ratio estimator (MBAR)35,55 to esti-
mate binding energy distributions and standard binding free
energies from binding energy samples obtained from the HREM
simulations. On the basis of eq 4, the binding free energy ΔFAB,
which is the standard binding free energy minus that standard
state term �kT ln C�Vsite, is given by the free energy difference
between the λ = 1 and λ = 0 states with potential energy functions
defined by eq 4. This is a consequence of having selected biasing
potentials, aimed at properly sampling the p0(u) distribution at
low binding energies, of the form λu—noting, however, that in
general BEDAM computes the binding free energy based on eq 1
where p0(u) is estimated by the application of any suitable series
of biasing potentials not necessarily connecting the decoupled
and coupled states. With the present setup it is nevertheless
convenient to compute the binding free energy directly from the
MBAR dimensionless free energies f̂ λ using the relationship

ΔFAB ¼ kTð f̂ 1 � f̂ 0Þ ð8Þ
The MBAR dimensionless free energies f̂ λ = �ln Zλ are defined
as the negative of the logarithm of the λ-dependent biased
partition functions Zλ. In this case, the dimensionless free
energies are estimated by the self-consistent solution of the set
of equations35

f̂ i ¼ � ln ∑
K

j¼ 1
∑
Nj

n¼ 1

exp½ � βλiujn�

∑
K

k¼ 1
Nk exp½̂f k � βλkujn�

ð9Þ

where f̂ i = f̂ λi , ujn is the nth binding energy sample from replica j
sampled with biasing potential λj,K is the number of replicas, and
Nj is the total number of binding energy samples from replica j.
For the MBAR analysis, we employed the code provided by John
Chodera andMichael Shirts.35 Block bootstrap analysis56 with 10
blocks and eight resampling trials was used to estimate statistical
uncertainties.
Computational Details. BEDAM calculations were per-

formed for seven ligands of FKBP (Figure 1). This is the same
ligand series investigated in prior binding free energy studies.39,40

The initial structure of the complexes with ligands 8, 9, and 20
were retrieved from the PDB (PDB IDs 1FKG, 1FKH, and 1FKJ,
respectively). The starting structures for the receptor of the other
complexes were built on the basis of the existing crystal structure
of 1FKG. The crystallographic water molecules and ions were
removed. Ionization states were assigned considering neutral pH.
Histidines were not protonated, and hydrogen atoms were added.
Cα atoms of the FKBP receptor were restrained around the X-ray
original coordinates using an isotropic quadratic function with
force constant kf = 0.6 kcal/mol/Å2, which allows a motion of 4 Å
around the original positions at the temperature used in the
simulations. Freemotion of all of the remaining atomswas allowed.
This restraining scheme leads to convergence of the binding free
energies while it is sufficiently relaxed to encompass all likely
conformations of the complex. All of the simulations were carried
out using the IMPACT program.57 The RMSDs of the ligand
conformations were calculated including the atoms of the core
(C1�C2�C3�C4�C5�C6�N7�C8) only.
All of the complexes were minimized and thermalized at 300 K

using the same procedure. λ-biased molecular dynamics simula-
tions were performed for 2 ns per replica (∼280 ns of total
computation time for all complexes) with a time step of 1.5 fs at
300 K. Fifteen replicas at λ = 0, 10�3, 2 � 10�3, 4 � 10�3, 6 �
10�3, 8 � 10�3, 10�2, 2 � 10�2, 6 � 10�2, 0.1, 0.25, 0.5, 0.75,
0.9, and 1 were used for all ligands. For ligand 20, we also
employed 36 replicas at λ = 0, 10�3, 2 � 10�3, 4 � 10�3, 6 �
10�3, 8� 10�3, 10�2, 2� 10�2, 6 � 10�2, 0.1, 0.25, 0.30, 0.45,
0.50, 0.55, 0.60, 0.62, 0.65, 0.68, 0.70, 0.72, 0.74, 0.75, 0.77, 0.80,
0.82, 0.85, 0.86, 0.87, 0.88, 0.89, 0.90, 0.92, 0.94, 0.97, and 1.0.We
employed the OPLS-AA51 force field with the AGBNP2 implicit
solvent model.36,37 The AGBNP2 model includes a novel first
solvation shell hydration function to improve the balance be-
tween solute�solute and solute�solvent interactions that makes
it more suitable for free energy calculations. Bond lengths with
hydrogen atoms were constrained using SHAKE. A 12 Å residue-
based cutoff was imposed on both direct and generalized Born
pair interactions. Binding energies for protein�ligand binding
were calculated every 1 ps during the second nanosecond of the
simulation. The data set for each complex consisted of 15 000
binding energy values corresponding to 1000 samples for each of
15 HREMD replicas.
The replicas were coupled using a Hamiltonian replica exchange

method (HREMD) previously described, which was shown to
significantly improve conformational sampling efficiency.29 As
further discussed below, the λ schedule was determined so as to
ensure overlaps between neighboring binding energy distribu-
tions and frequent accepted λ exchanges (acceptance ratio of at
least 50%).
The binding site volume11,58 was defined in terms of flat-

bottom harmonic potentials as previously described.29 Briefly, an
indicator function is introduced of the form I(r,cos θ,ϕ) =
exp[�βω(r,cos θ,ϕ)] where ω(r,cos θ,ϕ) is a product of flat-
harmonic potentials acting on the position, expressed in polar
coordinates, of a reference atom of the ligand with respect to the
position of the Cα atoms of three reference residues of the
receptor.59 The distance restraint potential between atom C2 of
the ligand (see Figure 1) and the Cα atom of residue 55 was
centered at a 5 Å distance with a 5 Å tolerance on either side;
beyond these limits a quadratic function penalizes the distances
with a force constant of 3 kcal/mol/Å2. The flat-bottom harmo-
nic restraint potential for the cosine of the angle θ between the
reference ligand atom, the Cα atom of residue 55, and the Cα
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atom of residue 46 was centered at cos θ = 0.67 with a 0.3
tolerance on both sides and a force constant of 100 kcal/mol
beyond that. The restraint potential for the dihedral angle
defined by the three atoms described above plus the Cα atom
of residue 44 was centered at ϕ = 32� with a tolerance of 50� on
either side and a force constant of 0.1 kcal/mol/deg beyond
that. The volume of the binding site (Vsite = 504 Å3) given by
the integral of the indicator function as defined was com-
puted analytically. The resulting standard state term is computed
as �kT ln C�Vsite = 0.71 kcal/mol. For ligand 20, we also
employed a stricter definition of the complex by imposing
additional limits on the orientation of the ligand in the binding
site. These were implemented in terms of flat-bottom harmonic

potentials similar to the those given above based on one bond
angle and two dihedral angles involving two additional reference
atoms (C1 and C3, see Figure 1) of the ligand as described59

centered on the crystallographic orientation (1FKJ). The volume
of this more restrictive binding site volume and the correspond-
ing standard state free energy term were computed as 43 Å3 and
2.71 kcal/mol, respectively.
A rescoring procedure was conducted to overcome a defi-

ciency of the AGBNP2 surface area model. In AGBNP2, the
free energy of cavity formation is modeled in terms of the solute
surface area, which is calculated taking the analytical derivative
of the solute volume. This analytical model is fast and yields
stable MD trajectories but is not particularly accurate for these
systems relative to numerical molecular surface or solvent ac-
cessible surface area evaluations.37 As sufficiently accurate sur-
face area models with the desired characteristics are currently
lacking, in this work, we sought to replace in postproccessing
the cavity term, denoted here as Gcav(1), of the AGBNP2
model37 with a more accurate model Gcav(2) = γ2ASASA where
ASASA is the solvent-accessible surface area of the solute
evaluated numerically (we used the SURFV60 program) and
γ(2) is an adjustable surface tension parameter. We estimated
the change in binding free energy, ΔΔFAB, on going from the
original cavity free energy model to the numerical SASA cavity
free energy model assuming first order perturbation theory, by
rescoring the binding energies of the conformations of the
complex collected at λ = 1:

ΔΔFAB = Æuð2Þ � uð1Þæ1 ¼ γð2ÞÆΔASASAæ1 � ÆΔGcavð1Þæ1
ð10Þ

where u(1) and u(2) represent, respectively, the binding energies
of each complex conformation evaluated with the original and
numerical cavity free energy models, ΔASASA = ASASA(AB) �
ASASA(A) � ASASA(B) is the change in surface area on going
from the separated ligand and receptor to the complexed
conformation, and ΔGcav(1) is the corresponding change in
cavity free energy as computed using the original model. To
assign a value for the surface tension coefficient γ(2), eq 10 was
fitted to the residuals between the binding free energies
computed with the original energy model and the experimental
affinities. We obtained γ(2) = 0.051 kcal/mol/Å2, a value in
good agreement with an earlier independent analysis of cavity
hydration free energies.61

’RESULTS

FKBP Ligands. This study covers a ligand set composed of
seven related inhibitors (Figure 1) of FKBP12 (Figure 2) with
known experimental binding free energies.32 These ligands were
originally developed by stepwise addition of hydrophobic rings
to a central core in an attempt to increase potency. The com-
pounds contain from one to three rings and several different
functional groups commonly encountered in drug-like molecules.
The inhibitors have moderate molecular weight (∼450�500 u),
with the exception of FK506 (ligand 20 in Figure 1), a natural
inhibitor of FKBP12 with an unusually large molecular weight
(804 u) compared to most drug-like molecules. The measured
binding free energies of the compounds range from low nano-
molar tomicromolar (Table 1). Crystal structures are available for
three of the inhibitors (1FKG for ligand 8, 1FKH for ligand 9, and
1FKJ for ligand 20).32 These show close similarity between the

Figure 1. Structural formulas of the seven ligands of FKBP12 investi-
gated in this work. Ligand 20 (bottom right) also known as Tacrolimus
or FK506 is an immunosuppressive drug. Atom labels are shown for
ligand 2.
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bindingmodes of the core of the ligands, as represented in Figure 2
for ligand 9. Two carbonyl oxygen atoms, O2 andO3 (see Figure 1,
ligand 2, for atom labeling), of the ligand core form two hydrogen
bonds with Tyr82 and Ile56. Hydrophobic moieties form π�π
contacts with Tyr82 and Phe46, and other generally hydrophobic
contacts with Gln53, Glu54, Val55, Ile56, His87, and Ile90 of the
receptor.
Binding Free Energy Estimates. The computed binding free

energies obtained from BEDAM (seeMethods) are shown in the
second column of Table 1 compared to the available measure-
ments.32 As further discussed below, because convergence could
not be achieved with the standard settings, the calculated binding
free energy for ligand 20 reported in Table 1 was obtained using a
different, stricter, binding site definition than for the other ligands.
The computed affinities achieve good discrimination between good
binders andweakbinders.Theconfidence ranges reported inTable1,
estimated using the bootstrapmethod, indicate robustness of the free
energy estimateswith respect to variations in the binding energy data.
However, these probably underestimate the actual statistical uncer-
tainties due to the difficulty of reliably inferring them from a finite set
of samples.
The calculated standard binding free energies are reasonably

correlated with the experimental values (R2 = 0.59, not including
ligand 20). However, it is clear that the magnitude of the binding
free energies is underestimated by the BEDAM model. A likely
cause of the discrepancy is the inaccurate representation of
changes in nonpolar solvation upon binding. To test this, we
have computed the surface area loss upon binding using an
accurate numerical method (see Methods) for all of the trajec-
tory frames corresponding to the coupled state (λ = 1) and
compared these to the surface area loss estimates produced by
AGBNP2. We found that on average the AGBNP2 surface area
model captures only about half of the surface area loss. This result
is consistent with the nature of the analytical surface area model
implemented in AGBNP2, which is based on an atomic radius
offset of 0.5 Å, significantly smaller than the conventional value
of 1.4 Å commonly used for the solvent accessible surface. Be-
cause the surfaces of each of the binding partners do not suf-
ficiently extend over the region between the two molecules, the
AGBNP2 analytical surface model incorrectly represents as
solvent exposed some of the atoms facing voids within the
binding interface too small to contain water molecules. This
results in the underestimation of the surface area loss of these
atoms as they go from solvent-exposed in the conformation to
buried in the bound conformation. Using the procedure de-
scribed in theMethods section, we have rescored the binding free

energies using a more accurate surface area model and deter-
mined an optimal value of γ = 0.051 kcal/mol/Å2 for the surface
tension coefficient. This value is in good agreement with the
surface tension coefficient to γ = 0.058 kcal/mol/Å2 obtained
from the cavity hydration free energies of a series of alkanes.61

This observation further supports the hypothesis that the dis-
crepancies between the measured and computed affinities of the
FKBP inhibitors is physically related to the inaccurate represen-
tation of hydrophobic driving forces, and that a more accurate
geometrical description of the surface area loss upon binding
leads to better quantitative predictions.
Indeed, the surface-rescored binding free energies, shown

in Table 1, are in overall good agreement with the experimen-
tally measured affinities, and the correlation with the experi-
ments is high (R2 = 0.88) as shown in Figure 3. Very good
agreement is obtained for ligand 2 with a computed binding
free energy of �7.84 kcal/mol compared to the experimental
value of �7.80 kcal/mol (Table 1). This ligand resulted as an
outlier in earlier work.39 The binding free energies of ligands 3
and 4 follow the same trend toward stronger affinities as in the
experiments but with significantly smaller variations. Indeed,
ligands 2, 3, and 5 are estimated as having nearly equivalent
affinities compared to an experimental spread of approxi-
mately 1.7 kcal/mol. The higher affinities of the second set
of ligands (6, 8, and 9) are well reproduced, with the exception
of the strongest binder, ligand 9, whose computational esti-
mate (�12.7 kcal/mol) is off by 1.6 kcal/mol relative to the
experimental binding free energy (�11.1 kcal/mol). The
agreement for ligand 20 is very good; a large surface area
correction is obtained for this ligand, consistent with its much
larger surface area relative to the other ligands. The trend
observed experimentally toward higher affinities in relation to
an increase in size and number of cycles on the ester func-
tionality of the inhibitors is reproduced by the calculations.
The predicted rank order is in very good agreement with the
measurements, with the exception of the inversion of ligands
6 and 8, which have very similar predicted binding free
energies, but the experimental values differ by ∼1 kcal/mol.
Overall, the quality of the agreement between calculations and
experimental measurements is sufficiently good to give us
confidence that the computational model appropriately in-
cludes the main physical driving forces and that it can be used

Figure 2. Representation of the crystal structure (PDB ID 1FKJ) of the
complex of FKBP12 with ligand 9. The receptor is shown in cartoon
representation and the ligand in wire representation.

Table 1. Experimental and Calculated Standard Binding Free
Energies of the Complexes of FKBP12 with the Ligands
Investigateda

ligand exptlb calcdb S-Calcb Æuæ1b ΔGreorg� b

2 �7.80 ( 0.1 �2.54 ( 0.05 �7.61 ( 0.05 �28.14 20.53

3 �8.40 ( 0.1 �3.97 ( 0.03 �7.83 ( 0.04 �28.40 20.57

5 �9.50 ( 0.1 �3.95 ( 0.04 �7.91 ( 0.04 �30.44 22.53

6 �10.80 ( 0.3 �3.82 ( 0.05 �10.95 ( 0.05 �34.47 23.52

8 �10.90 ( 0.1 �4.80 ( 0.01 �10.66 ( 0.02 �35.97 25.31

9 �11.10 ( 0.2 �6.25 ( 0.02 �12.55 ( 0.03 �36.05 23.50

20c �12.70 ( 0.2 �0.93 ( 0.05 �13.43 ( 0.03 �42.05 28.62
aThe “S-Calc” column lists the surface area-corrected binding free
energies (see text). The last two columns report the decomposition of
the S-Calc estimates into the average binding energy and reorganization
free energy, respectively. b In kcal/mol. cObtained with a stricter binding
site definition (see text).
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to extract useful insights into the thermodynamics and mech-
anism of the binding process.
Thermodynamic Decomposition. Thermodynamic decom-

position10 (see Methods) of the computed binding free energies
into the average binding energy in the coupled state (Æuæ1) and
the reorganization free energy (ΔGreorg

� ; Table 1) reveals that the
trend toward greater affinities on going from ligand 2 to ligand 20
is primarily driven by stronger ligand�receptor interactions. For
example, the computed average binding energy Æuæ1 of ligand 2 is
approximately �28 kcal/mol compared to �42 kcal/mol for
ligand 20. This trend is consistent with the increased number of
mainly hydrophobic contacts between the ester side chain of the
larger ligands and the receptor.
This favorable energetic driving force toward binding is

opposed by a reorganization free energy loss (Table 1), which
increases in magnitude with increasing ligand size. The reorga-
nization free energy term measures the unfavorable work neces-
sary to remodel the unbound conformational ensembles of the
ligand and the receptor in order to form favorable interactions in
the bound state, and it necessarily opposes binding because in the
absence of receptor�ligand interactions the ligand and the
receptor would spontaneously return to their unbound states
at lower free energy. The reorganization free energy cost can in
turn be thought of as originating from both configurational
entropy losses and energetic strain of the ligand and receptor
in solution, while thermodynamic effects due to the solvent are
implicitly included by the implicit free energy model of solva-
tion.10,62 In the context of an implicit solvent model, the entropic
cost is in part due to the loss of translational and orientational
freedom of the ligand as it is being localized into the binding site
of the receptor. The receptor and especially the larger and more
flexible ligands undergo additional conformational entropy losses
to mutually adapt their conformations in order to form favorable
interactions. Bound conformations can also be disfavored en-
ergetically relative to their more relaxed unbound conforma
tions in solution. This energetic strain opposes binding and further
reduces the effect of favorable receptor�ligand interactions. As the
data in Table 1 show, the reorganization free energy grows nearly
monotonically from ligand 2 to ligand 20, consistent with increas-
ing ligand size and flexibility.
Choice of λ Schedule. The choice of the number of replicas

and their λ assignments affects BEDAM calculations in two

related ways. To estimate the binding free energy, it is believed to
be necessary that an unbroken sequence of overlaps between the
binding energy distributions pλ(u) be constructed between λ = 0
(the decoupled state) and λ = 1 (the coupled state). So the choice
of the λ schedule must meet this minimum requirement.63 A
larger density of replicas however is beneficial because it in-
creases the amount of overlap between the distributions and
allows us to obtain reliable free energy estimates with fewer
samples, especially when using multistate approaches such as
MBAR.35 The choice of the λ schedule also affects the acceptance
ratio of λ exchanges in the HREM conformational sampling
scheme. λ exchanges are accepted with probability min[1,exp-
(�βΔλΔu)]29 whereΔλ is the difference in λ’s being exchanged
andΔu is the difference in binding energies between the replicas
exchanging them. Statistically, the magnitude of both of these
quantities tends to decrease as overlaps between binding energy
distributions increase, thereby making exchanges more likely. It
follows that monitoring the extent of diffusion in λ space of
HREM replicas is also equivalent to monitoring the level of
overlaps between binding energy distributions and ultimately the
quality of the selected λ schedule.
Analysis of the HREMD data shows that λ space is well ex-

plored by most of the 15 replicas of ligands 2�9, although
exchange bottlenecks can be seen at specific λ’s as for example
with ligand 2 between λ = 0.5 and 0.75, consistent with the
relatively small overlap between the corresponding binding
energy distributions (Figure 4). In contrast, the diffusion in λ
space of the complex with ligand 20 is very limited. As shown in
Figure 5A, replicas very rarely cross the large gap in λ space
between λ = 0.5 and λ = 0.75. The reason for this is that the
corresponding distributions do not overlap to any significant
extent. This is expected because the complex with ligand 20
explores a wider range of binding energies requiring more
intermediate λ’s to cover it appropriately. We found that 36
replicas were sufficient to remove gaps in λ exchanges (Figure 5B)
for this complex. Nevertheless, it is clear from the patterns of
color mixing in Figure 5B that, unlike those for ligands 2�9,
replicas for ligand 20 are divided into two disjoint groups: those
that tend to visit only lower values of λ and those that tend to visit
only high values ofλ. This is because, even though localλ exchanges
are promoted by a larger distribution of overlaps, global diffusion of
replicas in λ space also depends on the ability of replicas to undergo
conformational transitions.
The binding site indicator function as defined (see Methods)

does not restrict configurational and rotational degrees of free-
dom of the ligand, and the binding site volume is sufficiently wide
for the occurrence of conformations of the complex distinct from
the bound crystallographic binding mode, as for example shown
in Figure 7 in terms of RMS deviation. Examples of these
conformations, which we refer to as unbound, are shown in
Figure 6A and B. (The bound/unbound macrostates of the
complex should not be confused with the coupled, λ = 1, and
uncoupled, λ = 0, thermodynamic states of the complex.)
Replicas in unbound conformations with unfavorable binding
energies tend to remain at small values of λ, whereas replicas in
bound conformations with favorable binding energies tend to
remain at large values of λ. To explore the whole range of λ’s, a
replica needs to undergo conformational transitions from bound
to unbound conformations or vice versa.64 This issue, which
strongly affects the convergence of binding free energy estimates,
is further discussed below.We note here that, because it is mainly
tied to the occurrence of conformational transitions, this type of

Figure 3. Correlation plot between calculated and experimental stan-
dard binding free energies of the seven FKBP complexes studied. The
line represents a least-squared fit to the data.
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convergence behavior is not directly addressable by simply
increasing the density of λ replicas. It must be concluded there-
fore that an appropriate choice of the λ schedule is a necessary
but not sufficient condition for obtaining converged binding free
energy estimates.

’DISCUSSION

The complexes of FKBP12 we investigated in this work
provide very useful data to better understand the features and
behavior of the BEDAM computational protocol and alchemical
binding free energy calculations in general. One of the aims has
been to explore the application of the method to pharmaceutical
targets involving larger and more flexible ligands than the T4
lysozyme system we have previously studied.29 In this respect,
the FKBP12 system is relatively well understood and has served
as a useful validation target for absolute binding free energy

methods.39,40 The size and diversity of this ligand series
(Figure 1) makes it unsuitable for relative binding free energy
methods, which are more commonly employed than absolute
binding free energy methods in applied research.1 Although they
are recognized as being more challenging, absolute binding free
energy models are considered more suitable to study the funda-
mental thermodynamic components of the binding equilibrium.3

In particular, BEDAM emphasizes effects such as conformational
entropy and reorganization and the contribution of multiple
binding modes,29 issues that are not easily tackled with methods
based on relative free energy perturbation approaches.

As is often recognized, the performance of atomistic computa-
tional models primarily hinges on the quality of the energy
function and the extent of conformational sampling. We have
confirmed a weakness of the AGBNP2 surface-based cavity free
energy model, which underestimates the favorable hydrophobic
component of binding. This limitation, which also affected our
previous binding free energy estimates for the T4 lysozyme

Figure 4. Binding energy probability densities for the complex with
ligand 2 at λ = 0.25, 0.5, 0.75, and 0.9. The amount of overlap between
these distributions, which is important for accurate binding free energy
estimation, is reasonably good with the distribution at the critical value
λ1/2 = 0.5 being wider than the others and acting as a bridge between the
other distributions.

Figure 5. Time evolution of λ for each of the HREM replicas of ligand
20 with 15 replicas (A) and with 36 replicas (B). Each color corresponds
to a different replica.

Figure 6. Transition mechanism from unbound conformations with no
hydrogen bond (A) to the bound conformation with two hydrogen
bonds in ligand 2 (C). The intermediate state has one hydrogen bond (B).
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system,29 is more noticeable in the present application given the
larger amount of buried surface area involved. We were able to
show that in this case a simple rescoring scheme of the binding
energies in the coupled ensemble with a more accurate surface
model is sufficient to recover binding free energies in good
agreement with the experimental affinities. The validity of the
surface area rescoring approach is further supported by the fact
that it leads to an estimated value of the effective surface tension
coefficient in agreement with independent estimates of the same
quantity based on computed cavity free energies of alkanes.61

The general applicability of the surface rescoring scheme we
employed here is uncertain. The method is implicitly based on
first order perturbation theory, which assumes that changes in the
surface area model affect binding energies without significantly
altering conformational ensembles. It is conceivable therefore
that these assumptions are not as valid for marginally stable
complexes, or complexes characterized by multiple binding
poses, whose conformational distributions are easily perturbed
by changes in the potential energy model.

The BEDAM method employs advanced conformational
sampling based on Hamiltonian replica exchange (HREM), a
well established strategy to improve sampling in a variety of
applications,65�67 including binding free energy calculations.2,68

We have shown29 that HREM λ-hopping is in general quite
efficient at exploring intermolecular degrees of freedom and
specifically the position and orientation of the ligand relative to
the receptor. This is understandable since the λ perturbation
parameter directly controls the magnitude of the interaction
between the ligand and the receptor. At λ = 0, where protein�
ligand interactions are very weak, the ligand is free to explore a
wide variety of positions and orientations, some of which, by
means of λ exchanges, anneal to low energy conformations at
λ = 1. Conversely, stable conformations of the complex that
would normally remain trapped using conventional molecular
dynamics have the opportunity to escape by migrating to smaller
λ values. Overall, we have confirmed on this system the critical
advantages afforded by the λ-hopping strategy at aiding con-
formational transitions and speeding up the convergence of free
energy estimates. On the other hand, we found that binding/
unbinding conformational transitions were hampered by slow con-
formational rearrangements not directly accelerated by λ hopping.
As discussed in detail below, we found that this effect slows
convergence, and it turned out to be sufficiently severe for FK506
(ligand 20) to prevent reaching convergence for this ligand using
the same protocol used for the smaller ligands.
Binding/Unbinding Transitions. As discussed,29 BEDAM

binding free energies rely on the probability distributions, pλ(u),
of the binding energy as a function of λ (see Figure 4), and
consequently, convergence of binding free energies is necessarily
tied to the level of convergence of binding energy distributions.
In principle, all of the distributions along λ are required to reach a
sufficient level of convergence to achieve convergence of the
binding free energy. In practice, we found that it is more difficult
to converge a pλ(u) distribution which contains components
from both bound and unbound conformations. In these cases, it
is necessary to sample both macrostates with the correct prob-
ability in order to reach convergence. So, in other words,
convergence of binding energy distributions depends on the
quality of sampling along conformational degrees of freedom that
can be considered orthogonal to the progress parameter λ.64,69

We have found little evidence of multiple binding modes at
λ = 1 for the FKBP12 complexes we have investigated in this

study. The conformations of the coupled state we have obtained
are all characterized by the dual hydrogen bonding pattern seen
in the available crystal structures as discussed above. Further-
more, we observed little variation of the distributions near λ = 1
as a function of simulation length.We conclude therefore that the
distributions at λ near 1 correspond to a single, well sampled
conformational macrostate and are appropriately converged. The
distributions at the other end of the spectrum near λ = 0 are
similarly converged. Obviously, these result from a large variety
of conformations which, however, are rapidly interconverting
due to weak protein�ligand interactions as λf 0. We find that
slow convergence is instead caused by sluggish binding/unbind-
ing conformational interconversions at intermediate critical
values of λ. At these λ states, conformations of the ligand bound
to the receptor in the crystallographic binding mode are in
equilibrium with unbound conformations in which the ligand is
either displaced from the binding site or oriented so that it is
unable to form the proper interactions with the receptor. See
Figure 6 for representative bound and unbound conformations.
An illustration of the conformational landscape characterizing

the binding/unbinding equilibrium is presented in Figure 7 for
ligand 2 at λ = 0.5. Points in the upper right of the plot with high
RMSD and less favorable binding energies correspond to un-
bound conformations while the tight cluster of points at low
RMSD and more favorable binding energies correspond to
bound conformations. At this particular λ, the populations of
the bound and unbound conformational macrostates are ap-
proximately equal (see Figure 8). As Figure 7A illustrates, the
unbound macrostate is characterized by a wider variety of
conformations spanningmany units of RMSD from the reference
crystallographic conformation. The interpretation is therefore
that the unbound macrostate, while energetically disfavored, is
entropically stabilized relative to the bound macrostates, leading
to approximately equal populations at this λ value.
As shown in Figure 8 for ligand 2, the relatively sharp

population switch from the unbound macrostate to the bound
macrostate as a function of λ is indeed characteristic of thermo-
dynamic transitions involving large energy/entropy compensa-
tion. The equilibrium between unbound and bound macrostates
can be described as a pseudo-order/disorder phase transition
similar to those observed in protein folding, in which the ordered
phase (the bound state) is increasingly destabilized relative to the
disordered phase (the unbound state) as λ is decreased and
receptor�ligand interactions are turned off. Using a formalism
from the protein folding realm, the free energy difference be-
tween the unbound and boundmacrostate at the half point of the
transition λ = λ1/2 (corresponding to the “melting temperature”
of protein folding equilibria) is zero, and the steepness of
the “melting curve”, shown in Figure 8 for ligands 2 and 9, is
proportional to the average binding energy difference between
the bound and unbound states. Specifically, as shown in the
Appendix, at the half point λ = λ1/2, we have

dPλðBÞ
dλ

� �
λ1=2

¼ �Δu1=2
4kBT

ð11Þ

where Pλ(B) is the λ-dependent population of the bound state
and Δu1/2 = Æuæλ1/2,B � Æuæλ1/2 ,U is the difference of the average
binding energies of the bound and unbound states at the half
point. A very similar relationship exists for folding/unfolding
equilibrium as a function of the temperature.70 Consequently,
the steepness of the unbinding curve at the half point is related to
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the magnitude of the entropic and energetic changes during the
transition, which are exactly equal in magnitude and of opposite
sign given that at the half point the binding free energy is zero.
The larger these changes, the sharper is the transition from the
bound state to the unbound state. Therefore, for ligands that
incur large energetic (and entropic) changes in going from the
bound to the unbound conformations there is a small range of λ
values at which the bound and unbound states are in equilibrium.
As further discussed below, this is a crucial aspect to under-
standing the rate of convergence of binding free energy calcula-
tions of this kind as critical interconversions between bound and
unbound states occur only in the narrow range of λ in which
bound and unbound states are in equilibrium.
From the spread along the y axis of Figure 7, we can see that

the distribution of binding energies for ligand 2 at λ = 0.5 is
composed of two distinct and equally important contributions,
one from the bound macrostate at low binding energies and the
other from the unbound macrostate at less favorable binding
energies. To achieve the correct proportions of these two
contributions and ultimately reach convergence of the corre-
sponding binding energy distributions, it is necessary to converge
the relative populations of the bound and unbound macrostates.
Our results show that difficulties of achieving equilibration of
this binding/unbinding process is the cause for the overall slow
convergence of the BEDAM binding free energy. To see why
this is the case, it is useful to analyze the conformational
trajectories of HREM replicas. Figure 9 shows the time evolution
of the binding energy for the 15 replicas of ligand 2 in a 1 ns
section of the BEDAM simulation. Note that in these trajectories
λ is not constant, as this is the quantity that is being periodically
exchanged with other replicas. We see that during this time
replica 1 is trapped at low binding energies at or near the bound
state, while other replicas (replicas 2 and 4, for example) remain
in the unbound state at high binding energies. Infrequently, some

replicas transition from the bound state to the unbound state or
vice versa. For example, replica 3 does so at 0.5 ns, and replica
5 exhibits two short excursions to the unbound state at 0.1 and
0.75 ns. These transitions occur only in a relatively narrow range
of λ centered at 0.5, which is the range in which both states have
significant populations (see Figure 7). It is the rate of binding/
unbinding transitions that determines the convergence of the
relative populations of the bound and unbound states and, as
discussed above, the convergence of the intermediate binding
energy distributions and, ultimately, of the BEDAM binding free
energy.
On the basis of these insights, it becomes clear why we were

unable to reach convergence for ligand 20 using the same
definition of the binding site volume employed for the other
ligands. Unlike ligand 2 and the other smaller ligands, none of the
replicas of this ligand exhibit binding/unbinding transitions
during the BEDAM simulation. Some of the replicas of ligand
20 are trapped in the bound state like replica 1 for ligand 2, and
others are confined to the unbound state similarly to replica 2 of
ligand 2 (see Figure 9). None of the replicas of ligand 20
exhibited binding/unbinding transitions as, for example, replica
3 of ligand 2. As discussed above, it is not possible to arrive at a
converged estimate of the binding free energy without proper
equilibration between the bound and unbound states. One likely
cause for the lack of transitions is the large binding energy
difference between bound and unbound states of ligand 20. See
for example the spread in binding energies in Figure 7B. The data
shown in Figure 7B for ligand 20 correspond to λ1/2 = 0.65, the
value at which we measure equal populations of bound and
unbound conformations. However, note that this is only a rough
estimate of λ1/2 for ligand 20 because, lacking binding/unbinding
transitions, the bound and unbound states have not reached
equilibrium. Nevertheless, these data strongly suggest that the
transition binding energyΔu1/2 for ligand 20 is much larger than
that for the other ligands. On the basis of eq 11, we conclude that
ligand 20 undergoes binding/unbinding transitions in a much
narrower range of λ’s than the other ligands and that, therefore,
there is a smaller likelihood that a sufficient number of replicas
visit this narrow range for a sufficient length of time to observe
transitions.
In addition to the larger binding energy difference between the

bound and unbound states, the data in Figure 7 also clearly show
that, unlike ligand 2, ligand 20 never visits the conformational
space in between the bound and unbound states. (Compare the
lack of dots in between the clouds corresponding to the bound
and unbound states of ligand 20 in Figure 7B to the nearly
continuous density of dots connecting the same states of ligand
2 in Figure 7A.) It must be concluded therefore that a large free
energy barrier separates bound and unbound conformations of
ligand 20 and that an additional cause of the lack of observed
transitions is the slow rate of binding/unbinding transitions even
at those value of λ’s where the rate of transitions is maximal.What
is the molecular nature of these slow transitions? A recent
computational study by Olivieri and Gardebien71 has confirmed
the hypothesis that large conformational change of the so-called
80s loop facilitates the entry and exit of ligands from the FKBP12
binding site.72,73 Without this rearrangement, the entryway to
the binding site is too constricted to allow a rigid docking binding
mechanism. Given that the backbone conformation FKBP12 is
harmonically restrained (see Methods), in our calculations this
gating movement of the 80s loop cannot occur, thereby hamper-
ing binding/unbinding transitions. We were able to observe a

Figure 7. The binding energies vs RMSD of the core region of the
ligands relative to the corresponding crystal structures for the conforma-
tions of the complex with ligand 2 at λ = 0.5 (A) and with ligand 20 at
λ = 0.65 (B).

Figure 8. Fractional population of the bound macrostate as a function
of λ for the complexes with ligand 2 and ligand 9.
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significant number of transitions for the smaller ligands 2�9
because the λ-based alchemical path employed in BEDAM
accelerates binding/unbinding transitions beyond what is achiev-
able under physical conditions. However, evidently, this strat-
egy is insufficient for ligand 20, which, given its size and rigidity,
has greater difficulty to bind and unbind without receptor
rearrangements.
The role of ligand conformational flexibility in the binding

mechanism is illustrated in Figure 6, which shows a typical
pathway for binding for ligands 2�9. This pathway goes
through an intermediate state (panel B) in which only one of
the two key receptor�ligand hydrogen bonds is formed (the
one between O1 and the side chain of Tyr82), whereas the
second hydrogen bond between the ester carbonyl of the ligand
and the backbone of Ala56 is not formed because the relevant
ligand side chain is rotated away from the donating receptor
group (Figure 6, panel B). The last step in the binding tran-
sitions consists of the rotation of the ester ligand side chain and
the formation of the second hydrogen bond (Figure 6, panel C).
Figure 10 indeed shows that rotation of the ligand ester side
chain is highly correlated to achieving the crystallographic
bound conformation. The majority of the recorded binding
events involve this ligand side chain rotation, indicating its likely
role in helping the ligand cross the constriction for entering the
binding site and, subsequently, form the second receptor�ligand
hydrogen bond. Conversely, and unlike the smaller ligands,
ligand 20, likely due to its cyclic structure, does not undergo
rotation of the ester side chain (Figure 10), and it is forced to
follow a less favorable pathway involving the simultaneous
formation of both receptor�ligand hydrogen bonds. We believe
that the combination of all of these factors—a lack of receptor
rearrangement and ligand size and rigidity—is the cause of the
lack of observed binding/unbinding transitions for ligand 20 and

the failure to converge its binding free energy using the same
protocol used for the other ligands.
To further confirm this hypothesis, we have conducted a

BEDAM calculation of ligand 20 using a stricter definition of
the complexed state (see Methods) which limits not only the
position of the ligand relative to the receptor but also its ori-
entation. This is in principle a valid approach as long as the
stricter definition includes all significantly populated conforma-
tions of the complex.10,58 We have confirmed that this is the
case based on the λ = 1 ensembles of the complexes obtained
with the larger binding site definition, which however, as
discussed above, resulted in lack of convergence for ligand 20.
The purpose of this calculation was to confirm whether
circumventing the need to go through the free energy barrier
between bound and unbound conformations of the complex
with ligand 20 (see Figure 7B) would lead to better convergence
of the BEDAM binding free energy estimate. Indeed, with the
stricter binding site definition, we observed several transitions
between high and low binding energy for ligand 20 and vice
versa, similar to those observed for ligand 2 with the larger
binding site definition (Figure 9). λ trajectories (Figure 5) also
showed more thorough mixing. The larger number of observed
binding/unbinding transitions is a consequence of the fact that
with the stricter binding site definition unbound conformations
of the complex (those with unfavorable binding energies) are
conformationally similar to the bound conformations. Because
ligand orientations are restrained around the crystallographic
pose, the cluster of conformations at high RMSD in Figure 7B is
no longer present, and both bound and unbound conforma-
tions are found at low RMSDs in such a way that their inter-
conversion no longer requires crossing the free energy barrier.
These observations indicate that the binding free energy estimate
for ligand 20 reached reasonable convergence with the stricter
binding site definition. On the basis of the conformational analysis

Figure 9. Time evolution of the binding energies of the 15 replicas of the HREMD simulation of the complex with ligand 2. Each panel corresponds to a
different replica.
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of the λ = 1 trajectories with the original and orientationally
restricted binding site definitions (see above), we also expect that
this new estimate also retains good accuracy. Although full
confirmation of this hypothesis would require further calcula-
tions with a range of binding sites definitions, it is reassur-
ing that the resulting binding free energy estimate for ligand
20 is in relatively good agreement with the experimental
affinity (Table 1).

’CONCLUSIONS

In this work, we have presented the results of BEDAMbinding
free energy calculations for a series of complexes of the FKBP12
receptor. Analysis of the data generated by parallel HREM
simulations have provided valuable insights into the factors that
affect convergence of BEDAM binding free energy calculations
and, importantly, how to detect and analyze these factors. We
have shown that the BEDAM protocol is applicable to protein�
ligand systems of the size and complexity often found in
pharmaceutical applications. We found that reasonable conver-
gence of the calculations can be achieved for these systems if the
λ schedule is adjusted appropriately to ensure sufficient overlaps
between neighboring binding energy distributions and if a suffi-
cient number of conformational transitions occur so as to achieve
equilibration between the bound and unbound macrostates
of the complex. Because of the latter, often underappreciated,
requirement, increasing the number of replicas improves the
binding energy distributions overlap, but it does not necessarily
lead to an improvement of the convergence rate of the binding
free energy.

The BEDAM protocol employed here does not rely on the
exact structural knowledge of the binding mode; it employs a
minimally restrained conformational sampling protocol which is
capable of identifying potential multiple bound poses of the
complex. The good correspondence between the bound ensem-
ble and the crystallographic bound structure in our simulation is
solely due to the ability of the HREM sampling protocol to
explore many conformations and the ability of the energy
function to recognize conformations similar to the crystallo-
graphic structure as more favorable. By performing binding free
energy calculations in an unrestrained fashion, we were able to
resolve a common binding pathway which involved the step-
wise formation of two hydrogen bonds between the ligand and
receptor (see Figure 6). We are also exploring the possibility of
using BEDAM HREM data as input for the construction of
network models of binding similar to the use of temperature

replica exchange data to construct network models for protein
folding and dynamics.74,75

However, as we have shown, our model, which allows replicas
to visit both bound and unbound conformations of the complex,
also requires that independent transitions be observed between
these two states in order to reach convergence of the binding free
energy. We showed that these transitions have the features of
pseudo-order/disorder phase transition analogous to protein
folding equilibria. The lack of a sufficient number of transitions
prevented convergence for ligand 20 unless a more restrained
setup was used. We are currently evaluating ways to increase the
occurrence of binding/unbinding transitions with the aim of
improving convergence even in cases when the model of the
complex explores a large variety of conformations and exhibits
phase change characteristics.76

Even though they are difficult to model, we have shown that
to achieve a realistic representation of the binding equilibrium it
is necessary to include the role of conformational entropy loss
and intramolecular energetic strain. Although in this system in-
creased affinity qualitatively tracks more favorable receptor�
ligand interactions (Table 1), neglecting reorganization free
energies grossly overestimates variations of binding affinities
from one ligand to another.

Having included in the model the main thermodynamic
driving forces and having achieved a good quality of conforma-
tional sampling and convergence in the numerical calculations,
we believe that the level of agreement of the binding free energy
estimates with the experimental affinities primarily reflects the
accuracy of the potential energy model (here OPLS-AA with
AGBNP2 implicit solvation). Themodel reproduces ligand rank-
ing reasonably well, and we have shown that quantitative agree-
ment can be achieved by adopting a more realistic geometrical
model of the solvent accessible surface area of the complex.
These promising results indicate that the foundations of the
OPLS-AA/AGBNP2 effective potential are solid but that further
development and parametrization is required to achieve im-
proved accuracy and transferability in binding free energy ap-
plications.

’APPENDIX

In this Appendix, we derive eq 11. The population Pλ(B) of the
bound state B at λ is given by

PλðBÞ ¼ 1
Zλ

Z
e�β½V0ðrÞ þ λuðrÞ� ΘBðrÞ dr ¼ ZλðBÞ

Zλ
ð12Þ

where integration is over all of the possible conformations of the
complex, the λ-dependent potential energy is from eq 4,ΘB(r) is
an indicator function equal to 1 if conformation r belongs to the
bound macrostate and 0 otherwise, Zλ is the configurational
partition function of the complex at λ, and Zλ(B) is the
configurational partition function of only the bound macrostate.
Differentiation of eq 12 leads to the expression

dPλðBÞ
dλ

¼ � βPλðBÞðÆuæλ, B � ÆuæλÞ ð13Þ

where the first term in parentheses comes from the differentiation
of Zλ(B) and the second from the differentiation of Zλ at the

Figure 10. Representation of the reduction in intramolecular confor-
mational freedom of the ligands (ligand 2 in panel A and ligand 20 in
panel B) as they bind the receptor. The x axis reports the dihedral angle
formed by the C1�C2�C3�O2 atoms of the ligand corresponding to
the orientation of one of the two carbonyl groups of the ligand (see text).
The y axis reports theRMSDof the core of the ligand relative to the bound
crystal structure which serves here as a binding progress coordinate.
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denominator of eq 12

Æuæλ ¼ 1
ZλðBÞ

Z
uðrÞ e�β½V0ðrÞ þ λuðrÞ� dr ð14Þ

is the average binding energy at λ and

Æuæλ, B ¼ 1
ZλðBÞ

Z
uðrÞ e�β½V0ðrÞ þ λuðrÞ� ΘBðrÞ dr ð15Þ

is the average binding energy of the bound macrostate at λ. The
average binding energy Æuæλ is the weighted sum of the average
binding energies Æuæλ,B and Æuæλ,U, respectively, in the bound (B)
and unbound (U) macrostates (which together are assumed to
comprise all of the conformations of the complex)

Æuæλ ¼ PλðBÞÆuæλ, B þ PλðUÞÆuæλ,U ð16Þ
At λ = λ1/2 where Pλ(B) = Pλ(U) = 1/2, we have

Æuæλ1=2 ¼ 1
2
ðÆuæλ1=2, B þ Æuæλ1=2 ,UÞ ð17Þ

which, when substituted into eq 13, yields

dPλðBÞ
dλ

� �
λ¼λ1=2

¼ � β

4
ðÆuæλ1=2,B � Æuæλ1=2,UÞ ¼ � 1

kBT
Δu1=2

ð18Þ
which is eq 11.
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ABSTRACT: The chemical composition of small organic molecules is often very similar to amino acid side chains or the bases in
nucleic acids, and hence there is no a priori reason why amolecular mechanics force field could not describe both organic liquids and
biomolecules with a single parameter set. Here, we devise a benchmark for force fields in order to test the ability of existing force
fields to reproduce some key properties of organic liquids, namely, the density, enthalpy of vaporization, the surface tension, the heat
capacity at constant volume and pressure, the isothermal compressibility, the volumetric expansion coefficient, and the static
dielectric constant. Well over 1200 experimental measurements were used for comparison to the simulations of 146 organic liquids.
Novel polynomial interpolations of the dielectric constant (32 molecules), heat capacity at constant pressure (three molecules), and
the isothermal compressibility (53molecules) as a function of the temperature have beenmade, based on experimental data, in order
to be able to compare simulation results to them. To compute the heat capacities, we applied the two phase thermodynamicsmethod
(Lin et al. J. Chem. Phys. 2003, 119, 11792), which allows one to compute thermodynamic properties on the basis of the density of
states as derived from the velocity autocorrelation function. The method is implemented in a new utility within the GROMACS
molecular simulation package, named g_dos, and a detailed expos�e of the underlying equations is presented. The purpose of this
work is to establish the state of the art of two popular force fields, OPLS/AA (all-atom optimized potential for liquid simulation) and
GAFF (generalized Amber force field), to find common bottlenecks, i.e., particularly difficult molecules, and to serve as a reference
point for future force field development. To make for a fair playing field, all molecules were evaluated with the same parameter
settings, such as thermostats and barostats, treatment of electrostatic interactions, and system size (1000 molecules). The densities
and enthalpy of vaporization from an independent data set based on simulations using the CHARMM General Force Field
(CGenFF) presented by Vanommeslaeghe et al. (J. Comput. Chem. 2010, 31, 671) are included for comparison.We find that, overall,
the OPLS/AA force field performs somewhat better than GAFF, but there are significant issues with reproduction of the surface
tension and dielectric constants for both force fields.

1. INTRODUCTION

Parameters in most force fields have been derived incrementally,
that is, building on previous work by adding support for different
chemical moieties in a sequential fashion. While the focus of many
force fields is on biomolecules, the chemical basis lies in organic
molecules. Of the major force fields available today OPLS/AA
(optimized parameters for liquid simulations, all atoms) is one of the
few that “specializes” in simple liquids.1 The generalized Amber
force field (GAFF) was introduced recently2 (together with the
Antechamber set of programs3) to aid in the derivation of force field
parameters for small molecules that are often involved in binding to
biomolecules. Accurate parameters are crucial for predicting, for
instance, the Gibbs energy of ligand binding, a key property in drug
design.4 The GAFF parameters for small molecules are intended to
be combined with the Amber force field5 although there are studies
of proteins using GAFF parameters as well.6

A critical component in force field development is generation
of partial charges. The method for deriving partial charges by

optimizing their values to reproduce the electrostatic potential
(ESP) was introduced in the 1980s by Kollman et al.7,8 The elec-
tron density taken from a quantum chemistry calculation, together
with the nuclear charges, generates an electrostatic potential
around the molecule. Typically, the set of partial charges for a
molecule, for use in force field calculations, is determined by
minimizing the (square) difference between the ESP generated
by the partial charges and the ESP generated by the quantum
chemistry calculation. A set of partial charges (or indeed any
atom-centered set of spherically distributed charges) can never
completely reproduce the ESP due to the fact that electron
density is not completely spherically symmetric around the
nuclei (for instance, due to p and higher orbitals). A further
issue is due to the fact that the fitting points are highly correlated,
and hence atoms far from the ESP data points (e.g., the buried
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carbon in isobutanol) may end up being a sink for the fit9,10 and
get arbitrary values. An ad hoc refinement of the ESP method to
overcome this problem is the restrained ESP (RESP) method.11

The RESP method does the same fit, however with an added
penalty on the absolute value of the charge. The RESP method is
an integral part of the Antechamber package,2,3 which relies on
either quantum calculations or empirical methods, such as AM1-
BCC,12,13 to provide the partial charges.

Mobley et al. tested the performance of GAFF parameters for
Gibbs energies of hydration using two different water models.14,15

They paid particular attention to the way the partial charges were
determined and found that the final results are related to the level
of theory used, something that was corroborated by Wallin et al.,
who did a similar study of charge schemes for ligand binding.16

The CM1 charge model for OPLS/AA,17 used in the study of
Wallin et al.,16 performs well,18,19 although some degradation for
conformational energetics is expected. The differences are gen-
erally considered to be minor.1 There are some drawbacks with
these studies however. First, they involve complex systems, where a
subset of the parameters was changed and the “quality” of the
charges evaluated on the basis of a single number, the free energy,
hereby ignoring the interdependency between Lennard-Jones
parameters and point charges. Second, free energy calculations
depend critically on the amount of the sampling that was used,
although it is possible to ascertain that the errors due to sampling
are small.20 In order to test the validity of force field, it would be
good to take one step back and evaluate the performance for
simple systems first, in order to avoid systematic errors due to
water model and/or protein force fields. A recent review by
Jorgensen and Tirado-Rives provides further background infor-
mation on the topic of force field development.1

To assess the state of the art of GAFF and OPLS/AA force
fields, we provide a comprehensive benchmark of the liquid pro-
perties of molecules in each of the GAFF and OPLS/AA force
fields. Previous simulations of mixtures of alcohol and water21,22

using the OPLS/AA force field showed that many properties of
the pure liquids are reproduced faithfully, but the heat of mixing
and the density of mixing are slightly, but significantly, off. Similar
comparisons of force fields for water models are numerous in the
literature (see for example, refs 23�29), while for organic liquids
there are some papers by Kaminski and Jorgensen,30,31 and a
recent paper by Wang and Tingjun,32 which we discuss in the
Discussion section.

Liquid properties are usually known experimentally with high
accuracy, and their calculation is most often straightforward. Rather,
the time goes into the preparation and equilibration of the systems.
A total of 146 molecular liquids was prepared and simulated using
these force fields in the GROMACS molecular simulation pack-
age,33�36 and from these molecular dynamics simulations, we
extract the density F (from constant pressure simulations), the en-
thalpy of vaporizationΔHvap, the heat capacities at constant pressure
cP and volume cV, the volumetric expansion coefficient αP, the
isothermal compressibility kT, the surface tension γ, and the static
dielectric constant ε(0). Although, in principle, more observables
could be computed, this set includes the most important thermo-
dynamic properties of the liquids, including temperature derivatives
of energy and volume. The intention of this work is to supply a large
number of tests for further force field development. To this end,
the topologies and structures have been made available on a dedica-
ted Web site at http://virtualchemistry.org, while the simulation
parameters are available as Supporting Information to this paper.
These topologies and structure files may be useful for simulations of

biomolecules in organic liquids as well. The recently presented all atom
CHARMM general force field (CGenFF)37 would be an equally well
suited candidate for inclusion in this comparison, butwehave chosen to
limit our simulations to two force fields only. However, to allow the
reader to compare OPLS/AA and GAFF to a similar study based
on CGenFF, we have included results on density and enthalpy of
vaporization from that paper.37

2. METHODS

2.1. Energy Function.Most force fields use the same functional
form for the intermolecular part of the interaction function, based on
the Coulomb potential and the Lennard-Jones potential:

VnbðrijÞ ¼ qiqj
4πε0rij

þ 4εij
σij

rij

 !12

� σij

rij

 !6
2
4

3
5 ð1Þ

where rij is the distance between two atoms i and j, qi and qj are the
partial charges on the atoms, ε0 is the permittivity of vacuum, σij is
the van der Waals radius, and εij is the well-depth for this atom pair.
In most force fields, the parameters σij and εij are derived from the
atomic values σi and εi using a simple equation (the combination
rule). Suffice to say that we have applied the standard combina-
tion rules for GAFF (Lorentz�Berthelot38) and for OPLS/AA
(σij = (σiσj)

1/2 and εij = (εiεj)
1/239) in this work.

2.2. Molecule Selection and Preparation. A set of organic
molecules was selected for which both enthalpy of vaporization
and density are known at room temperature. Models for these
molecules were built using either PRODRG40 or Molden.41

These molecules were optimized using the Gaussian 03 suite
of programs42 at the Hartree�Fock level with the 6-311G** basis
set.43�47

2.2.1. OPLS/AA Topologies. The OpenBabel (http://open-
babel.org) code was used to extract a coordinate file including
connectivity information from the Gaussian output files, and
this file was used to generate an initial topology using the
GROMACS tools35 for the OPLS/AA force field.1,39 The topolo-
gies were checked manually for correctness before using them,
making sure that the total charge of the molecule is zero, and also
that the atom types were correct. For molecules containing linear
groups (e.g., nitriles), a virtual site construction was added to the
topologies preserving the moment of inertia and the total mass, in
order to keep the groups perfectly linear.48

2.2.2. GAFF Topologies. For the simulations where GAFF2 was
used, the Antechamber software2,3 was employed to generate the
topologies from the coordinate files (which were generated as
explained above). Gaussian 0342 at the Hartee�Fock level with
the 6-311G** basis set43�47 (as provided by the Basis Set Ex-
change Web site49,50) and Merz�Singh�Kollman (MK) scheme7

were used the to determine the partial charges in Gaussian. This
particular basis set was used because it is very similar to the
6/31G* basis set,51 which is the default for GAFF, while simul-
taneously supporting a larger number of elements (e.g., I). The
MK radius for I is not implemented in Antechamber, we used
RI = 2.15 Å. The amb2gmx.pl script52 was used to convert the
AMBER topologies into the GROMACS format (this script is
available online at http://ffamber.cnsm.csulb.edu/). The final
partial charges were calculated using the RESP method11 as
implemented in Antechamber, and we manually checked that
the charges were sane. Note that RESP can be used with any
QMmethod producing electrostatics, not just with HF/6-311G**.
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No modifications for linear group were made for the GAFF
topologies, where the Antechamber software3 generates a near-
linear angle term instead.
2.2.3. Liquid Simulation Box Preparation. To generate liquid

simulation boxes, we first made a 2� 2� 2 nm3 box containing a
single molecule. From 125 such single molecule boxes, we built
up a 10 � 10 � 10 nm3 box. These boxes were simulated under
high pressure (100 bar) to force the molecules into the liquid
phase, and finally we let the systems relax under normal pressure
(1 bar) to reach an equilibrated system. For the equilibration
simulations, we used Berendsen’s coupling algorithm53 because
of its efficient relaxation properties.34 To generate our final
simulation boxes, we stacked 2 � 2 � 2 of the 125 molecule
boxes and ran an additional equilibration simulation. The absolute
drift in total energy was automatically checked in the equilibra-
tion and production simulations, and the simulations were
continued until the drift was below 0.5 J/mol/ns per degree of
freedom, which is a very strict criterion but which is necessary to
accurately compute fluctuation properties.
2.3. Simulation Parameters. The GROMACS suite of pro-

grams was used for all simulations.33�36 Following previous
simulations of alcohol water mixtures21,22 using the OPLS/AA
force field,1,39 we employed a 1.1 nm cutoff for Lennard-Jones
interactions and the same distance as the switching distance for
the particle mesh Ewald (PME) algorithm for computing Cou-
lomb interactions.54,55 Although the OPLS/AA force field was
not developed for use with PME, extensive studies on water
models56 and proteins in water57 have shown that correspon-
dence of simulation results with experimental data improves con-
siderably when long-range interactions are taken into account
explicitly—irrespective of the force field used. Analytic correc-
tions to pressure and potential energies were made to compen-
sate for the truncation of the Lennard-Jones interactions.38 In the
production simulations, we used the Nos�e�Hoover algorithm
for temperature coupling,58,59 in order to provide correct fluctua-
tions, which is necessary to compute fluctuation properties. A
time constant for coupling of 1 ps (corresponding to a mass
parameterQ of 7.6 ps at room temperature) was used, which is in
the range of time scales for intermolecular collisions, as recom-
mended byHolian et al.60 For production simulations at constant
pressure, the Parrinello�Rahman pressure coupling61 algorithm
was used with compressibility set to 5 � 10�5 bar�1 and a time
constant of 5 ps. The temperatures of the simulations were selec-
ted to fit the experimental data available. In most simulations, the
bonds were constrained using the LINCS algorithm62,63 for all
molecules, applying two iterations in order to obtain good energy
conservation. Periodic boundary conditions were used in all
liquid phase simulations.
Four types of production run simulations were performed

according to Table 1. The density of states (DOS) production
simulations were performed under constant volume condi-
tions, but they were preceded by equilibration simulations

under NPT (without constraints) in order to obtain the
equilibrium density at P = 1 bar for the subsequent DOS
simulations. In the DOS simulations, slightly stricter energy
conservation parameters were used: a neighbor list buffer of
0.3 nm, combined with a switched Lennard-Jones and short-range
electrostatics term (1.0�1.1 nm), see reference 56 for a descrip-
tion of the functional form.
The GAS simulations were done using a stochastic dynamics

(SD) integrator, which adds a friction and a noise term toNewton’s
equation of motion:

mi
d2ri
dt2

¼ �miξi
dri
dt

þ FiðrÞ þ Fi ð2Þ

wheremi is the mass of atom i, ξi is a friction constant, and F(t) is
a noise process with

ÆFiðtÞFjðt þ sÞæ ¼ 2miξikBT δðsÞ δij ð3Þ
where kB is Boltzmann’s constant, T is the temperature, δ(s) is
the Dirac δ function, and δij is the Kronecker δ function. A
leapfrog algorithm adapted for SD simulations64 was used to
integrate eq 2. When 1/ξi is large compared to the time scales
present in the system, SD functions like molecular dynamics with
stochastic temperature-coupling. One of the benefits with SD as
compared to MD is that when simulating a system in a vacuum
there is no accumulation of errors for the overall translational and
rotational degrees of freedom, making sampling of different
configuration states more accurate. SURF and LIQ simulations
were done using a conventional MD leapfrog integrator.65 To
enable replication of our simulations and detailed scrutiny of the
data, we provide all simulation parameters for each type of run, as
well as starting structures and topologies. These files, in GRO-
MACS format, are available for downloading at http://virtual-
chemistry.org.
To ensure that our liquid systems did not freeze during the

simulations, we monitored the changes in diffusion constant ΔD
as derived from the mean square displacement during the
simulations, defined as

ΔD ¼ 2ðDend �DbeginÞ
Dend þ Dbegin

ð4Þ

The subscript “begin”means the value is an average over the 1000�
1500 ps of the simulation, and “end” means over 8500�9000 ps.
|ΔD| is close to zero for most simulations, indicating that D is
approximately the same in the beginning and at the end of the
simulation. We also verified that D > 0 for all simulations. For the
simulations where |ΔD|g 0.5, we ensured that the systems indeed
were not frozen, by inspecting the full mean square displacement
curve and the trajectory of the simulations. In the Supporting In-
formation (Figure S1), we show ΔD for all of the liquid simula-
tions.
2.4. Analysis. The density F in a constant pressure simulation

follows trivially from the mass M of the system divided by the
volume V:

F ¼ M
Vh i ð5Þ

The enthalpy of vaporization can be computed from

ΔHvap ¼ ðEintraðgÞ þ kBTÞ � ðEintraðlÞ þ EinterðlÞÞ ð6Þ

Table 1. Simulation Characteristics for the Different Simu-
lation Types

name length # molecules ensemble constraints electrostatics

LIQ 10 ns 1000 NPT all bonds PME

GAS 100 ns 1 NVT all bonds all interactions

SURF 10 ns 1000 NVT all bonds PME

DOS 100 ps 1000 NVT none PME
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where Eintra is the intramolecular energy in either the gas (g) phase
or the liquid (l) phase andEinter represents the intermolecular energy
of the system. In practice, we can simply evaluate

ΔHvap ¼ ðEpotðgÞ þ kBTÞ � EpotðlÞ ð7Þ
F was determined from LIQ simulations and ΔHvap from LIQ and
GAS simulations.
The SURF simulations were done using liquid boxes, the size

of which in the z direction was extended by a factor of 3, generat-
ing a simulation box with two liquid�vacuum interfaces. The surface
tension γ then follows from

γðtÞ ¼ Lz
2

PzðtÞ �
PxðtÞ þ PyðtÞ

2

 !
ð8Þ

where Pn is the pressure component in direction n and Lz is
the length of the box in the z direction (perpendicular to the
surfaces).
Static dielectric constants ε(0) were computed on the basis of

the fluctuations of the total dipole moment M of the simulation
box66,67 in the LIQ simulations:

εð0Þ ¼ 1 þ 4π
3

M2h i � Mh i2
VkBT

ð9Þ

where V is the volume of the simulation box. Errors were estima-
ted by block-averaging over 10 blocks of 1 ns. In order to verify
the validity of eq 9, we computed the autocorrelation time τM of
the total dipole moment M in the simulation boxes (from the
integral of the autocorrelation function). In order for fluctuations
to be well-defined, τM should be at least an order of magnitude
shorter than the simulation length. Henceforth, we omitted the
dielectric constants for those systems where τM was longer than
1 ns. For those systems where this was the case, longer simula-
tions of 50 ns were performed, in most cases without any
improvement.
The fluctuation properties αP (the volumetric thermal expan-

sion coefficient) and kT (the isothermal compressibility) are
computed from the LIQ simulations according to38

δVδHh i ¼ kBT
2 Vh iαP ð10Þ

where H is the enthalpy and δ indicates the fluctuations, and

δV 2
� � ¼ kBT Vh ikT ð11Þ

These two properties can be related to the difference between
heat capacities at constant pressure and constant volume through

Δc ¼ cP � cV ¼ VT
α2
P

kT
ð12Þ

where V is the molecular volume. We can take advantage of this
relation in two ways, first by computing αP and kT from our
simulations and then computing the constant pressure heat
capacity based on the constant volume heat capacity. By using
experimental data for αP and kT, we can also establish “experi-
mental” constant volume heat capacities, which are difficult to
measure directly. In this work, we have done both, as detailed in
the Results and Discussion sections.
The classical—that is, without any quantum corrections—

heat capacity cP
class can be obtained from the fluctuations in the

enthalpy:38

kBT
2cclassP ¼ δH2

� � ð13Þ
Although this is straightforward to calculate, the numbers ob-
tained in this manner are a factor of 2 too high (Table 2). There-
fore, we have determined the heat capacities cP and cV on the
basis of the two phase thermodynamic method68�70 (described
in the Supporting Information), which is based on the convolu-
tion of the density of states with a weighting function based on

Table 2. Statistics of a Linear Fit of Calculated to Experi-
mental Values According to y = ax + ba

force field N a b RMSD % dev. R2

F (g/l)

GAFF 235 0.96 58.5 82.9 4 97%

OPLS/AA 235 0.98 20.9 40.4 2 99%

CGenFF37 111 1.03 �36.0 26.0 2 99%

OPLS/AA70 9 1.01 �24.0 45.3 4 96%

ΔHvap (kJ/mol)

GAFF 231 1.07 0.8 10.6 17 83%

OPLS/AA 231 0.96 3.4 6.5 11 89%

CGenFF37 95 0.94 2.4 4.7 7 84%

γ (10�3 N/m)

GAFF 155 0.75 0.9 8.6 23 70%

OPLS/AA 155 0.97 �5.5 7.3 22 89%

ε(0)

GAFF 163 0.27 0.4 15.7 35 55%

OPLS/AA 176 0.16 0.7 15.9 43 55%

αP (10
�3/K)

GAFF 221 0.90 0.3 0.3 24 67%

OPLS/AA 221 0.91 0.3 0.3 21 75%

OPLS/AA70 9 0.53 0.8 0.7 42 39%

kT (1/GPa)

GAFF 103 0.66 0.0 0.3 27 74%

OPLS/AA 103 0.76 0.1 0.3 19 85%

OPLS/AA70 8 0.93 0.0 1.1 59 84%

cP (J/mol K)

GAFF 130 1.08 �30.9 19.8 10 98%

OPLS/AA 132 1.10 �30.2 18.2 10 97%

OPLS/AA70 9 0.94 3.5 10.4 7 94%

cV (J/mol K)

GAFF 72 1.02 �17.6 18.8 10 97%

OPLS/AA 72 1.04 �17.9 18.3 9 95%

OPLS/AA70 8 1.01 �5.4 10.8 7 95%

cP
class (J/mol K)

GAFF 214 1.77 �21.6 148.3 77 87%

OPLS/AA 214 1.98 �52.8 147.0 73 93%
aUncertainties in the simulation results are used as weights in the fit. The
number of (experimental) data pointsN is given for each property. Root
mean square deviation (RMSD) from experimental values, average
relative deviation in percent, and the correlation coefficient R2 are given.
OPLS/AA results from ref 70 and CGenFF results from ref 37 (using
the so called CHARMM generalized force field) are also listed for
comparison.
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quantum harmonic oscillators, as introduced originally by Berens
et al.71 The final expression yielding the heat capacity cV is

cV ¼ kB
Z ∞

0
½DoSgasðνÞ WcV

gasðνÞ

þ DoSsolidðνÞ WcV
solidðνÞ� dν ð14Þ

DoSgas and DoSsolid denote the density of states in a gas and a
solid, Wgas

cV (ν) and Wsolid
cV (ν) are weighting factors for the same,

and cP can be obtained by combining eq 12 and eq 14. For all
details and a complete derivation, we refer the reader to the
Supporting Information.

The properties investigated fall into two categories: those that
follow directly from the ensemble average of a property (energy,
pressure, volume) and those based on fluctuations (heat capa-
cities, compressibility, and expansion coefficient). For the first
category, error estimates were based on a block averaging pro-
cedure that automatically takes the autocorrelation of the prop-
erty under investigation into account.72 Properties like potential
energy and density usually have relatively short autocorrelation
times. The surface tension fluctuates significantly but also has a
short autocorrelation time. For the second category, we have
used a different approach when estimating the error. By dividing
the entire simulation trajectory into nine, in time, equally long
parts, we get nine values for each property, from which we can
estimate the total error. In the case of cV, we used five blocks of
20 ps for error estimation instead.
We calculated cP on the basis of eq 12 and estimated the error

δcP from the errors in cV (δcV), αP (δαP), and kT (δkT) as

δc2P ¼ δc2V þ 2VTαP

kT

� �2

δα2
P þ VTα2

P

k2T

 !2

δk2T ð15Þ

or, expressed in Δc (eq 12):

δc2P ¼ δc2V þ ðΔcÞ2 2
δα2

P

α2
P

þ δk2T
k2T

 !
ð16Þ

3. RESULTS

Correlations between experimental data and simulations for
observables and derived quantities are plotted in Figures 1�8.
The statistics for linear fits to the data (ycalcd = ayexptl + b) are
given in Table 2 for each of the observables and the two force
fields, plus similar data from refs 37 and 70. To identify which
specific molecule generated a certain value in the figures, we
refer to Tables S2�S10 in the Supporting Information. An
overview of the names of the molecules, their formula, molecular
weight, CAS number, and ChemSpider ID is given in Table S1
(Supporting Information). For many molecules, results at different

Figure 1. Correlation between densities (F) calculated by MD simula-
tion using GAFF, OPLS/AA, CGenFF, and experimental results. The
CGenFF data were adopted from Vanommeslaeghe et al.37 and are
based on a different (but similar) set of molecules, including 111 mole-
cules. For a full list of the CGenFF data, we refer to the reference and the
supplemental files therein.

Figure 2. Correlation between enthalpy of vaporization (ΔHvap)
calculated using GAFF, OPLS/AA, CGenFF, and experimental results.
The CGenFF data were adopted from Vanommeslaeghe et al.37 and are
based on a different (but similar) set ofmolecules, including 95molecules.
For a full list of the CGenFF data, we refer to the reference and the
supplemental files therein.

Figure 3. Correlation between surface tension (γ) calculated using the
GAFF and the OPLS/AA force fields and experimental results.
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temperatures were generated, and hence the number of data
points may be larger than the number of molecules. For densities,
heats of vaporization, surface tensions, and dielectric constants,
some of the experimental values were generated from analytical
functions of temperature based on experimental data, the param-
eters of which are given in the Handbook of Chemistry and
Physics,73 the Landolt-Bornstein database,74 and Yaws’ book on
Thermophysical Properties of Chemicals and Hydrocarbons.75

In addition, we parametrized the dielectric constant, heat capa-
city at constant pressure, and isothermal compressibility as a
function of the temperature for some molecules (see below).
3.1. Statistics. In the following, we discuss general trends in all

properties first; outliers are described separately below. A compar-
ison of the values in Table 2 shows that OPLS/AA is slightly better
than GAFF at reproducing experimental data for most observables,
with both lower RMSD and higher correlation coefficients R2.
3.1.1. Density. The density F (Figure 1, Table S2) of virtually

all liquids is reproduced very well, with R2 = 97% (GAFF) and

99% (OPLS/AA) (Table 2). For GAFF, the densities are sys-
tematically slightly underestimated (a = 0.96), while for OPLS/
AA, a = 0.98, very close to 1, and both have an R2 close to 100%.
In a recent publication, Vanommeslaeghe et al. presented the
CHARMM general force field (CGenFF).37 They calculated
densities for a set of 111 drug-like molecules, using boxes of
216 molecules. Their reported densities are also very accurate
with a = 1.03 and R2 = 99%, see Figure 1 and Table S2.
3.1.2. Enthalpy of Vaporization. ΔHvap (Figure 2, Table S4)

correlates very well with experimental data in most cases, with
R2 = 83% (GAFF) and 89% (OPLS/AA) (Table 2). The GAFF
overestimates ΔHvap with slope a = 1.07, while OPLS/AA
underestimates a slightly at 0.96. These deviations cannot just
be attributed to a small number of outliers, as may be evident
from Figure 2. Vanommeslaeghe et al.37 calculated enthalpy of

Figure 4. Correlation between dielectric constant (ε(0)) calculated
using the GAFF and the OPLS/AA force fields and experimental results.
Note the logarithmic axes.

Figure 5. Correlation between volumetric expansion coefficient (αP)
calculated using the GAFF and the OPLS/AA force fields and experi-
mental results.

Figure 6. Correlation between isothermal compressibility (kT) calcu-
lated using the GAFF and the OPLS/AA force fields and experimental
results.

Figure 7. Correlation between measured heat capacity at constant
pressure (cP) and computed using the GAFF and the OPLS/AA force
fields based on either the density of states (DoS)method, which includes
quantum corrections and aΔc correction based on simulations, or based
on a purely classical treatment (cP

class, Class.).
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vaporization for a set of 95 small molecules. Like for OPLS/AA,
ΔHvap is underestimated in CGenFF calculations with a slope of
a = 0.94. The correlation between experiments and simulation is
similar to the two force fields studied here, R2 = 84%. The
CGenFF data set is based on a comparable but different set of
molecules than what has been analyzed here (37 molecules over-
lap between the two studies). To simplify a comparison between
OPLS/AA, GAFF, and CGenFF, we have listed the CGenFF
ΔHvap values from the study by Vanommeslaeghe et al. next to
OPLS/AA and GAFF values in Table S3, and we have plotted
them in Figure 2.
3.1.3. Surface Tension. The surface tension γ (Figure 3, Table

S4) seems to be underestimated systematically in both force
fields with slope a = 0.75 (GAFF) and 0.97 (OPLS/AA, Table 2).
The interactions between molecules on the surface are not
sufficiently strong, a well know problem with nonpolarizable
force fields.21,25,76 The values are spread around the diagonal for
both GAFF (R2 = 70%) and OPLS/AA (R2 = 89%), and here
again OPLS/AA performs slightly better than GAFF.
3.1.4. Dielectric Constant. For 32 molecules, a novel param-

etrization of the temperature dependence of the dielectric constant
was made on the basis of experimental values predominantly from
the Landolt-Bornstein database.77 The parametrization is to a poly-
nomial of second or third order (as is used in the Handbook of
Chemistry and Physics73), and the resulting coefficients are given in
Table 3. Interpolations of these polynomials were used in order to
compare the simulations to experimental data, and the fits are
presented in Figure S3 of the Supporting Information.
The dielectric constant ε(0) (Figure 4, Table S5) appears to be

the most difficult property to reproduce in our simulations, with
slopes a < 0.5 and R2e 60% for both force fields (Table 2). Apart
from lacking explicit polarization, limited sampling (1000 molec-
ules for 10 ns were used in all cases) may be one of the causes;
another contributing factor is the high viscosity of molecules con-
taining alcohol or amine groups, further aggravated by the fact
that some of these molecules were simulated at temperatures
close to the melting temperature.
Some liquids have extremely large dielectric constants, e.g.,

methanamide (ε(0) = 109) andN-methylformamide (ε(0) = 190).

For these molecules, GAFF predicts 41 and 14, respectively, while
OPLS/AA predicts 51 and 19. Xie et al. report a simulated
dielectric constant of 200 for N-methylformamide, using a polar-
izable model, with only 256 molecules and 1 ns of simulation, but
the authors state that “The dielectric constants have only been
averaged for 1 ns of simulation time, and they are almost certain
not yet converged.” Indeed, Whitfield et al. had previously
concluded that very long times (50 ns) may be needed to obtain
converged dielectric constants of molecules like N-methylaceta-
mide because they tend to form long linear chains.78 Such chains
can in periodic simulation systems become “infinite”, which may
contribute to the long relaxation time. It should be noted, however,
that formostmolecules in our study, the values are well converged,
as witnessed by small error bars. Deviations from experimental
results are therefore due predominantly to a lack of polarization and
too low mobility of molecules. Interestingly, GAFF is somewhat
better at predicting ε(0) than OPLS/AA (Table 2), most likely
because the partial charges are somewhat higher for most molecules.
3.1.5. Volumetric Expansion Coefficient. The volumetric ex-

pansion coefficient αP is plotted in Figure 5 and tabulated in
Table S6. The slope of the correlation plots is slightly less than
1 for both GAFF (a = 0.9) and OPLS/AA (a = 0.91), and there is
a large spread around the y= x line for bothOPLS/AA andGAFF
with a RMSD of 0.3/GPa in both cases.
3.1.6. Isothermal Compressibility. For 53 molecules, an inter-

polation of experimental values of the isothermal compressibility
kT as a function of the temperature was performed (Table 4 and
Figure S3). The simulated kT’s are plotted versus the experi-
mental values in Figure 6 and tabulated in Table S8. Like for αP,
the spread in numbers is large, and the slope of the correlation
plots is significantly less than 1 (GAFF, 0.66; OPLS/AA, 0.76,
Table 2). In general, it seems that fluctuation properties are more
difficult to predict than simple linear averages. Although we
applied a very strict convergence criterion for the total energy of
0.5 J/mol/ns per degree of freedom, it may be that even longer
equilibration times and production simulations are needed.
3.1.7. Heat Capacities. For three molecules, an interpolation

of experimental numbers is presented in Table 5 and Figure S4.
The heat capacity is a difficult property to calculate due to
significant quantum effects. The simple eq 7 produces numbers
(cP
class) that are twice too high (Table 2). Since the energy taken

up by vibrations in a classical harmonic oscillator is much higher
than for a quantum harmonic oscillator at the same fre-
quency, the cP

class values are too high. Introducing quantum cor-
rections, in the manner proposed by Berens et al.,71 on which
the two phase thermodynamics (2PT) method68�70 is based,
presupposes that the frequencies in the classical simulation are
correct: this is often the case since most force constants have
been derived from spectroscopic experiments. It should be noted
that there is no a priori reason to assume that the intermolecular
degrees of freedom behave harmonically, as they are determined
by Coulomb and van der Waals interactions. Despite these
theoretical shortcomings, the 2PT method produces reasonable
results for cP (see Figure 7, Table 2, and Table S8)—much closer
to experiment than cP

class on any account. In order to compute cP,
it is necessary to add a correctionΔc (eq 12) to the heat capacity
at constant volume cV that is produced by the density of states
analysis.Δc is underestimated by classical force field calculations;
however, cP still is estimated reasonably, with a = 1.08 for GAFF
and a = 1.02 for OPLS/AA with correlation coefficients R2 = 98%
and 97%, respectively. If we compare just cV from our simulations
(i.e., without adding in Δc) and subtract the experimental

Figure 8. Correlation between measured heat capacity at constant
volume (cV) and computed using the GAFF and the OPLS/AA force
fields based on the density of states method, which includes quantum
corrections.
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Δc from themeasured cP, we find a very good correlation (GAFF,
a = 1.02, R2 = 97%; OPLS/AA, a = 1.04, R2 = 95%), see Figure 8
and Table 2. Although correlation between experimental results
and calculations can by no means validate the underlying
theoretical model, it nevertheless indicates that the results are
meaningful, because we have approximately 70 experimental cV
values to which to compare. Indeed, although the root-mean-
square deviation (RMSD) from experimental results is similar for
cV and cP, the fit to experimental results is much better (slope a
close to 1) for both OPLS/AA and GAFF. The DOS simulations
were performedwithout constraints, and the heat capacities depend
directly on the intra- and intermolecular vibrations. Deviations
from the experimental heat capacities could therefore indicate
problems with the force constants for intramolecular motions.
3.2. Outliers Per Force Field. Table 6 shows how the molec-

ular models of the individual molecules perform relative to the
force field as a whole. The average relative deviations in σ and
averaged over 1�8 data points (depending on the availability of
experimental data) signals how well the force field performs for
each molecule. The properties used were density, enthalpy of

vaporization, surface tension, dielectric constant, volumetric ex-
pansion coefficient, isothermal compressibility, and the heat capa-
city at constant volume.
Some types of molecules are problematic in both of the force

fields considered here. Small molecules containing more than
one Cl or Br atom generally have both density and enthalpy of
vaporization values that deviate significantly from experimental
reference. This is not the case for molecules containing only one
of these atoms, or molecules where there is a spacer (e.g., a CH2

group) between them. It could therefore be that the differences
are caused by overlapping atoms. By introducing a new atom type of
Br and Cl for the case where there are two such atoms next to each
other on the carbon chain, these problems might be resolved.
The density and enthalpy of vaporization of methanoic acid

(formic acid) were particularly hard to reproduce, as was noted
previously by Jedlovsky and Turi, who constructed a specific
potential for this molecule.79 The main feature responsible for
the improved model in this case was a higher charge (≈ 0.1e) on
the C�H atom than is used in either OPLS/AA (0) or GAFF
(0.04). Methanoic acid forms very strong linear chains, which are

Table 3. Parameterization of Temperature Dependence of Dielectric Constants in a Polynomial Form ε(0) =A +BT +CT2 +DT3,
Which Is the Same Form Used in the Handbook of Chemistry and Physics73a

molecule N χ2 Tmin Tmax A B C D

bromomethane 12 0.7 194.60 275.70 52.59 �2.812e�01 4.565e�04 0

methanol 92 1.0 175.62 337.75 226.69 �1.319e+00 2.937e�03 �2.359e�06

1,1,1,2,2-pentachloroethane 9 0.0 245.15 338.15 13.81 �5.527e�02 7.186e�05 0

1,1,2,2-tetrachloroethane 14 0.2 231.15 318.15 71.61 �3.630e�01 5.010e�04 0

1,2-dibromoethane 39 0.1 288.15 353.15 10.31 �3.114e�02 4.200e�05 0

1,1-dichloroethane 8 0.2 288.15 323.15 36.77 �1.300e�01 1.361e�04 0

2-chloroethanol 30 3.1 263.15 401.75 105.36 �3.245e�01 3.619e�05 5.019e�07

ethanamide 7 0.3 358.15 448.20 �200.55 1.551e+00 �2.239e�03 0

methyldisulfanylmethane 6 0.0 293.15 323.15 53.55 �2.539e�01 3.571e�04 0

2-aminoethanol 7 0.4 283.65 298.15 166.68 �7.576e�01 1.018e�03 0

1,3-dioxolan-2-one 24 0.5 309.46 364.15 223.34 �4.560e�01 9.143e�05 0

1,3-dioxolane 31 0.2 175.93 303.15 40.61 �2.507e�01 6.323e�04 �5.695e�07

dimethoxymethane 5 0.0 170.65 298.15 2.59 �9.298e�04 3.847e�06 0

ethylsulfanylethane 6 0.1 293.15 323.15 11.68 �1.994e�02 0.000e+00 0

2-methylpropan-2-amine 4 0.0 291.15 303.15 294.70 �1.887e+00 3.060e�03 0

thiophene 14 0.1 252.65 333.15 2.32 5.071e�03 �1.232e�05 0

furan 31 0.2 198.15 303.15 6.69 �2.044e�02 2.644e�05 0

pentane-2,4-dione 9 2.0 291.15 323.15 �532.57 3.658e+00 �5.982e�03 0

3-methylpyridine 6 1.0 293.15 333.00 35.54 �9.303e�02 4.307e�05 0

benzenethiol 6 0.3 293.15 358.15 5.72 �7.033e�03 7.362e�06 0

(E)-hex-2-ene 6 0.0 157.00 295.00 2.43 �1.132e�03 �1.372e�06 0

1-methoxy-2-(2-methoxyethoxy)ethane 5 0.0 298.15 333.15 32.07 �1.359e�01 1.766e�04 0

diethyl propanedioate 7 0.2 293.15 343.15 19.98 �5.034e�02 3.345e�05 0

2,4,6-trimethylpyridine 10 0.1 293.15 358.15 16.67 �3.036e�02 2.361e�06 0

triethyl phosphate 6 0.1 294.15 333.15 �1.59 1.317e�01 �2.780e�04 0

phenylmethanol 26 0.2 278.15 363.15 105.48 �5.130e�01 6.802e�04 0

tetrahydrothiophene 1,1-dioxide 57 0.4 300.75 398.15 488.81 �3.732e+00 1.055e�02 �1.017e�05

2,4,6-trimethylpyridine 10 0.1 293.15 358.15 16.67 �3.036e�02 2.361e�06 0

dimethoxymethane 5 0.0 170.65 298.15 2.92 �4.106e�03 1.126e�05 0

1,3-dichloropropane 5 0.1 298.15 333.15 �61.39 4.818e�01 �8.107e�04 0

methylsulfanylmethane 6 0.2 273.30 310.48 23.41 �8.896e�02 1.076e�04 0

1,2-ethanedithiol 3 0.0 293.15 333.15 11.23 �1.350e�02 0.000e+00 0
a Tmin and Tmax (K) indicate the validity range of the parameterization. N indicates the number of points in the fit; χ2 is the root mean square deviation.
See the Supporting Information for details.
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Table 4. Parameterization ofTemperatureDependence of IsothermalCompressibilityConstants in a Polynomial FormjT=A+BT+CT2a

molecule N χ2 Tmin Tmax A B C

dichloromethane 3 0.000 293.15 303.15 �1.709e+01 1.144e�01 �1.800e�04

methanamide 5 0.008 288.15 323.15 1.352e�01 9.161e�04 0

nitromethane 4 0.020 298.15 323.15 �1.253e+00 6.666e�03 0

methanol 24 0.014 213.15 333.15 1.004e+00 �6.791e�03 2.557e�05

acetonitrile 5 0.000 298.15 318.15 3.174e+00 �2.209e�02 5.114e�05

1,1,2,2-tetrachloroethane 2 0.000 293.15 303.15 �4.962e�01 3.900e�03 0

1,1,2-trichloroethane 7 0.002 288.15 318.15 �7.213e�01 4.937e�03 0

bromoethane 5 0.010 273.15 323.15 9.748e+00 �6.685e�02 1.287e�04

N-methylformamide 4 0.011 288.15 313.15 6.378e�03 1.968e�03 0

nitroethane 3 0.015 298.15 323.15 �9.873e�01 6.004e�03 0

ethanol 16 0.007 203.15 363.15 1.280e+00 �8.946e�03 2.857e�05

methylsulfinylmethane 7 0.030 293.15 353.15 5.206e�01 �3.136e�03 1.052e�05

2-aminoethanol 6 0.000 278.15 333.15 7.273e�01 �4.276e�03 1.051e�05

1,3-dichloropropane 6 0.000 283.15 323.15 6.932e�01 �4.785e�03 1.678e�05

propan-2-one 10 0.010 293.15 328.15 �3.053e+00 1.468e�02 0

methyl acetate 8 0.012 293.15 328.15 �2.562e+00 1.249e�02 0

1,3-dioxolane 2 0.000 293.15 313.15 �1.317e+00 6.960e�03 0

1-bromopropane 7 0.003 288.15 318.15 �1.264e+00 8.037e�03 0

N,N-dimethylformamide 18 0.018 288.15 333.20 1.748e+00 �1.073e�02 2.367e�05

1-nitropropane 3 0.004 298.15 323.15 �1.111e+00 6.420e�03 0

2-nitropropane 3 0.020 298.15 323.15 �1.060e+00 6.604e�03 0

1,4-dichlorobutane 5 0.004 288.15 318.15 �8.725e�01 5.246e�03 0

propane-1,2,3-triol 19 0.003 293.15 473.15 8.358e�01 �4.323e�03 7.862e�06

propan-1-amine 6 0.036 293.15 323.15 �2.469e+00 1.238e�02 0

N,N-dimethylacetamide 5 0.015 288.15 318.15 �5.890e�01 4.142e�03 0

butan-1-ol 15 0.021 293.15 393.15 1.307e+00 �8.833e�03 2.543e�05

N-ethylethanamine 5 0.002 298.15 318.15 7.548e+00 �5.536e�02 1.188e�04

butan-1-amine 8 0.003 298.15 328.15 2.330e+00 �1.702e�02 4.371e�05

ethyl acetate 9 0.012 298.15 350.30 5.084e+00 �3.567e�02 7.598e�05

oxolane 5 0.001 278.15 323.15 �9.434e�01 4.999e�03 4.886e�06

1-bromobutane 12 0.000 298.15 333.15 2.650e+00 �1.860e�02 4.413e�05

1-chlorobutane 10 0.029 293.15 318.15 �2.399e+00 1.205e�02 0

pentanenitrile 5 0.005 283.15 323.15 8.811e�01 �7.004e�03 2.429e�05

ethyl propanoate 15 0.022 278.15 338.15 6.964e�01 �7.128e�03 2.882e�05

2-methylbutan-2-ol 2 0.000 293.15 298.15 �1.495e+00 8.600e�03 0

pentan-1-ol 8 0.010 293.15 333.15 3.158e+00 �2.044e�02 4.292e�05

pentan-3-ol 10 0.003 293.15 368.15 4.952e+00 �3.315e�02 6.587e�05

nitrobenzene 5 0.009 298.15 323.15 �3.337e�01 2.832e�03 0

cyclohexanone 5 0.021 298.15 308.15 �9.399e�01 5.421e�03 0

hexan-2-one 8 0.022 278.15 338.15 �1.451e+00 8.315e�03 0

1-methoxy-2-(2-methoxyethoxy)ethane 6 0.001 298.15 318.15 �8.794e�01 5.105e�03 0

N,N-diethylethanamine 8 0.006 298.15 328.15 4.400e+00 �3.405e�02 8.064e�05

N-propan-2-ylpropan-2-amine 7 0.001 298.15 328.15 9.459e+00 �6.732e�02 1.357e�04

methoxybenzene 5 0.043 298.15 338.15 �1.520e+00 7.287e�03 0

3-methylphenol 6 0.041 298.15 413.15 1.744e+00 �1.029e�02 2.104e�05

toluene 50 0.006 288.15 333.15 2.342e+00 �1.627e�02 3.853e�05

diethyl propanedioate 7 0.000 298.15 328.15 2.164e+00 �1.397e�02 3.048e�05

heptan-2-one 2 0.000 293.15 298.15 �8.915e�01 6.200e�03 0

ethylbenzene 7 0.008 293.15 333.15 2.524e+00 �1.652e�02 3.683e�05

1,2-dimethylbenzene 10 0.022 273.15 417.50 �2.914e�01 1.846e�03 6.429e�06

octan-1-ol 16 0.033 293.15 413.15 2.242e+00 �1.449e�02 3.206e�05

quinoline 2 0.000 333.15 373.15 �5.477e�01 3.320e�03 0

(1-methylethyl)benzene 3 0.003 293.15 298.15 �6.340e�01 5.110e�03 0

a Tmin and Tmax (K) indicate the validity range of the parameterization. N indicates the number of points in the fit; χ2 is the root mean square deviation.
See the Supporting Information for details.
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difficult to break. This leads to long correlation times for the
system dipoles and to dielectric constants that are far from the
experimental values (Table S5).
Benzaldehyde and furan are also problematic in both force

fields. Even if they both generate decent densities and enthalpies
of vaporization, the other properties (surface tension, dielectric
constant, and thermal expansion coefficient) are far from the
experimental values.
Molecules containing a nitro group (specially nitromethane,

1-nitropropane, and 2-nitropropane) stick out as a problematic
group in GAFF. The charges on nitro groups are high, leading to
high density and enthalpy of vaporization.
The standard OPLS/AA parametrization of alcohols has been

reported to perform poorly for octan-1-ol. MacCallum and
Tieleman80 therefore derived a specific united atom potential
of the molecule where they used modified charges on the
headgroup. The OPLS/AA parametrization investigated here
gives both too high a density and too high an enthalpy of vapo-
rization, and therefore the other properties investigated for this
molecules also deviate from experimental results. Methyl-2-
methylprop-2-enaote shows similar problems, and this could
probably be corrected in a similar way. It should be noted that,
compared to GAFF, the charges on the headgroup in these two
molecules are relatively high in OPLS/AA.

4. DISCUSSION

The development of force fields for molecular simulation is
critically dependent on the availability of good reference data,
preferably from experimental sources. All force fields, be they
empirical, purely derived from quantum-mechanics, or a combi-
nation of the two, will eventually have to face the test of com-
paring predicted to measured values. There is a large amount of
literature on force field testing for proteins and peptides,57,81�87

nucleic acids,88�91 carbohydrates,92 specific organic molecules or
protein fragments,20,26,93�97 and ions,98�101 to list but a few. In
addition, there are indirect force field tests, for instance of the
binding energy in protein�ligand complexes,16,102 protein struc-
ture prediction,103 or of force-field-based docking codes.104�106

It is interesting to mention the industrial fluid properties
simulation challenges, which are stimulating modelers to predict
properties of liquids by any means, including molecular simula-
tion.107,108

Here, we have introduced a benchmark set of 146 liquids in
order to assess two popular all atom force fields, OPLS/AA and
GAFF, and to set a standard for future force fields. For com-
parison, we have included an independent density and enthalpy
of vaporization data set computed using CGenFF, based on
a similar set of molecules.37 Calculated density, enthalpy of
vaporization, heat capacities, surface tension, dielectric constants,

Table 5. Parameterization of Temperature Dependence of
Heat Capacity at Constant Pressure in a Polynomial Form
cP = A + BTa

molecule N χ2 Tmin Tmax A B

1,3-dioxolane 9 0.187 288.15 328.15 4.371e+01 2.613e�01

1,2,3,4-tetrafluorobenzene 41 0.145 235.47 319.79 1.158e+02 2.491e�01

1,2,3,5-tetrafluorobenzene 25 0.343 229.32 311.18 1.186e+02 2.400e�01
a Tmin and Tmax (K) indicate the validity range of the parameterization.
N indicates the number of points in the fit; χ2 is the root mean square
deviation. See the Supporting Information for details.

Table 6. Average Relative Deviation (σ) from Experimental
Values, in Brackets, the Number of Observablesa

name CGenFF GAFF OPLS/AA

1. chloroform 2.1(6) 3.0(7)

2. dichloro(fluoro)methane 1.0(4) 1.3(4)

3. dibromomethane 2.9(6) 1.7(7)

4. dichloromethane 1.7(7) 3.6(7)

5. methanal 0.3(4) 0.3(4)

6. methanoic acid 4.5(6) 2.6(7)

7. bromomethane 1.4(3) 0.4(3)

8. methanamide 0.0(1) 1.2(7) 0.4(6)

9. nitromethane 2.0(7) 0.8(7)

10. methanol 0.0(2) 0.8(7) 0.8(7)

11. 1,1,1,2,2-pentachloroethane 0.5(4) 0.8(4)

12. 1,1,2,2-tetrachloroethane 1.7(7) 1.7(7)

13. 1,1-dichloroethene 1.7(4) 0.8(4)

14. 1,1,2-trichloroethane 1.2(7) 0.9(7)

15. acetonitrile 0.0(1) 1.1(7) 2.2(7)

16. 1,2-dibromoethane 2.6(7) 4.0(7)

17. 1,1-dichloroethane 0.0(1) 0.7(7) 1.7(7)

18. 1,2-dichloroethane 1.6(7) 1.2(7)

19. methyl formate 0.9(4) 0.8(5)

20. bromoethane 0.0(1) 2.2(7) 0.6(7)

21. chloroethane 0.0(1) 0.8(5) 1.3(5)

22. 2-chloroethanol 0.4(4) 0.5(4)

23. ethanamide 0.2(4) 0.8(5)

24. N-methylformamide 1.4(7) 1.4(7)

25. nitroethane 1.5(7) 0.7(7)

26. methoxymethane 0.5(5) 1.3(5)

27. ethanol 0.0(2) 1.0(7) 0.7(6)

28. 1,2-ethanedithiol 0.6(3) 0.1(3)

29. methyldisulfanylmethane 0.1(2) 1.2(5) 1.6(5)

30. methylsulfinylmethane 0.1(1) 1.0(7) 0.6(7)

31. methylsulfanylmethane 1.4(5) 1.2(5)

32. 2-aminoethanol 1.2(5) 1.3(6)

33. ethane-1,2-diamine 1.2(7) 1.9(7)

34. prop-2-enenitrile 1.0(5) 1.2(5)

35. 1,3-dioxolan-2-one 0.5(5) 0.2(4)

36. propanenitrile 1.1(7) 1.9(7)

37. 1,2-dibromopropane 1.1(5) 0.6(4)

38. 1,3-dichloropropane 0.9(7) 1.0(7)

39. (2R)-2-methyloxirane 0.0(2) 0.1(2)

40. propan-2-one 0.0(2) 1.0(7) 0.7(7)

41. methyl acetate 0.0(2) 1.3(7) 0.9(7)

42. 1,3-dioxolane 0.0(1) 1.2(4) 0.6(4)

43. 2-iodopropane 0.7(5) 1.1(5)

44. 1-bromopropane 1.3(7) 0.6(7)

45. N,N-dimethylformamide 0.7(6) 0.5(6)

46. N-methylacetamide 0.0(1) 0.4(4) 0.2(4)

47. 1-nitropropane 1.6(7) 1.2(7)

48. 2-nitropropane 1.6(7) 0.9(7)

49. dimethoxymethane 0.8(5) 0.9(5)

50. propane-1,2,3-triol 1.3(6) 0.8(6)

51. propan-1-amine 1.1(7) 1.5(7)

52. propan-2-amine 0.7(5) 0.6(4)

53. 2-methylpropane 0.0(1) 0.8(5) 1.1(5)
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volumetric expansion coefficients, and isothermal compressibil-
ity from the two force fields are compared to experimental values.
Indeed the benchmark is quite revealing, in that systematic
deviations can be found and rationalized. The knowledge about
such deviations will hopefully be useful for further development
of the force fields.

To a first approximation, molecular vibrations can be de-
scribed as quantum harmonic oscillators.109 Classical harmonic
oscillators do not describe the properties of quantum harmonic
oscillators, which makes it necessary to implement corrections in
computing for instance heat capacities. The two phase thermo-
dynamics method employed here for estimating cP and cV relies
on the force constants of the force field used, and on the effective
frequencies in the simulations. The density of states obtained

Table 6. Continued
name CGenFF GAFF OPLS/AA

54. ethylsulfanylethane 0.6(5) 0.7(5)

55. butane-1-thiol 0.9(5) 0.5(5)

56. butan-1-ol 1.1(7) 0.9(7)

57. 2-methylpropan-2-ol 0.4(2) 0.1(2)

58. butane-1,4-diol 0.9(6) 0.4(6)

59. (2-hydroxyethoxy)ethan-2-ol 1.2(4) 1.1(5)

60. N-ethylethanamine 1.1(7) 1.2(7)

61. butan-1-amine 1.1(7) 0.9(7)

62. 2-methylpropan-2-amine 1.0(5) 0.8(5)

63. 2-(2-hydroxyethylamino)ethanol 0.5(4) 0.4(4)

64. pyrimidine 0.0(2) 0.7(4) 0.6(4)

65. furan 0.2(2) 1.9(5) 1.9(5)

66. thiophene 0.0(2) 0.7(4) 0.3(5)

67. 1H-pyrrole 0.1(1) 1.3(7) 1.1(7)

68. ethenyl acetate 0.5(4) 0.8(4)

69. oxolan-2-one 0.3(3) 0.3(4)

70. acetyl acetate 1.2(4) 1.2(4)

71. 1,4-dichlorobutane 0.6(7) 0.8(7)

72. oxolane 0.6(6) 1.3(7)

73. ethoxyethene 0.3(3) 0.2(3)

74. ethyl acetate 0.0(2) 1.2(7) 1.1(7)

75. tetrahydrothiophene 1,1-dioxide 0.8(4) 0.9(4)

76. thiolane 0.5(4) 0.4(4)

77. 1-bromobutane 1.1(7) 0.7(7)

78. 1-chlorobutane 1.4(7) 1.8(7)

79. pyrrolidine 0.1(1) 1.3(7) 1.3(7)

80. N,N-dimethylacetamide 1.0(7) 0.9(7)

81. morpholine 0.8(5) 0.9(5)

82. pyridine 0.1(2) 0.6(6) 0.9(7)

83. cyclopentanone 0.8(5) 0.6(5)

84. 1-cyclopropylethanone 0.2(2) 0.1(2)

85. pentane-2,4-dione 0.9(5) 1.3(5)

86. methyl 2-methylprop-2-enoate 0.8(5) 3.6(5)

87. pentanenitrile 0.6(6) 1.6(7)

88. ethyl propanoate 1.3(7) 1.1(7)

89. diethyl carbonate 2.1(7) 0.7(6)

90. pentan-1-ol 1.0(7) 0.9(7)

91. pentan-3-ol 1.0(7) 1.1(7)

92. 2-methylbutan-2-ol 1.1(5) 0.5(5)

93. pentane-1,5-diol 0.8(6) 0.6(6)

94. pentan-3-amine 0.5(4) 0.6(4)

95. 1,2,3,4-tetrafluorobenzene 0.2(2) 0.1(2)

96. 1,2,3,5-tetrafluorobenzene 0.2(2) 0.1(2)

97. 1,3-difluorobenzene 0.2(2) 0.7(4) 1.3(5)

98. 1,2-difluorobenzene 0.7(4) 1.0(5)

99. fluorobenzene 0.1(2) 1.6(7) 0.5(6)

100. nitrobenzene 0.0(2) 1.1(7) 1.1(7)

101. 2-chloroaniline 0.9(4) 0.6(4)

102. phenol 0.8(4) 0.9(5)

103. benzenethiol 1.4(5) 1.3(5)

104. 2-methylpyridine 0.3(4) 0.9(5)

105. 3-methylpyridine 0.1(2) 0.8(5) 0.6(5)

106. 4-methylpyridine 0.0(2) 1.1(7) 0.4(6)

107. cyclohexanone 1.0(7) 0.9(7)

108. (E)-hex-2-ene 0.0(2) 0.0(2) 0.0(2)

Table 6. Continued
name CGenFF GAFF OPLS/AA

109. hexan-2-one 0.8(6) 0.9(7)

110. 2,4,6-trimethyl-1,3,5-trioxane 1.6(4) 1.0(4)

111. cyclohexanamine 0.8(5) 0.7(5)

112. 2-propan-2-yloxypropane 3.3(7) 0.9(7)

113. 1-methoxy-2-(2-methoxyethoxy)ethane 1.5(7) 1.1(7)

114. triethyl phosphate 2.8(6) 2.2(6)

115. N,N-diethylethanamine 1.2(7) 1.0(7)

116. N-propan-2-ylpropan-2-amine 0.8(6) 0.6(6)

117. trifluoromethylbenzene 0.8(5) 0.5(4)

118. benzonitrile 1.0(5) 1.0(5)

119. benzaldehyde 0.2(2) 5.7(7) 3.7(6)

120. toluene 0.1(2) 1.6(7) 1.3(7)

121. methoxybenzene 0.1(2) 1.2(7) 1.1(7)

122. phenylmethanol 1.0(5) 0.8(5)

123. 2-methylphenol 0.9(5) 0.8(5)

124. 3-methylphenol 1.0(5) 0.9(5)

125. 4-methylphenol 0.1(1) 1.2(5) 0.7(5)

126. diethyl propanedioate 1.1(4) 0.8(4)

127. 2,4-dimethylpentan-3-one 0.6(4) 0.4(4)

128. heptan-2-one 1.1(7) 0.7(7)

129. ethenylbenzene 1.2(5) 1.1(5)

130. 1-phenylethanone 1.0(7) 1.1(7)

131. methyl benzoate 0.9(7) 1.0(7)

132. methyl 2-hydroxybenzoate 1.1(5) 0.4(4)

133. ethylbenzene 0.1(2) 1.4(7) 1.1(7)

134. 1,2-dimethylbenzene 0.1(1) 1.7(7) 1.0(7)

135. 1,2-dimethoxybenzene 0.4(4) 0.6(5)

136. 2,4,6-trimethylpyridine 0.9(5) 1.0(5)

137. octan-1-ol 0.8(6) 1.7(7)

138. 1-butoxybutane 0.7(4) 1.0(5)

139. N-butylbutan-1-amine 0.9(7) 0.8(7)

140. isoquinoline 0.0(1) 0.7(4) 1.3(4)

141. quinoline 0.1(2) 1.1(7) 1.2(7)

142. (1-methylethyl)benzene 0.1(2) 1.0(6) 0.7(6)

143. 1,2,4-trimethylbenzene 0.1(1) 1.2(6) 1.0(6)

144. 2,6-dimethylheptan-4-one 1.0(5) 0.9(5)

145. 1-chloronaphthalene 0.5(6) 1.3(7)

146. phenoxybenzene 0.6(4) 1.1(5)
aAverage relative deviation larger than 1σ is printed in bold, larger than
1.5σ in bold italic.
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from the velocity autocorrelation is convoluted by a weighting
function derived from the partition function for a quantum
harmonic oscillator in order to obtain a heat capacity for a
corresponding quantum liquid. If a force field would allow one to
directly reproduce the “correct” density of states, one could use
the much simpler fluctuation formulas, as described by Allen and
Tildesley;38 however, heat capacities computed in this manner
overestimate the experimental values by about 100% for OPLS/
AA and GAFF (Table S10). Going beyond the harmonic ap-
proximation should therefore be considered by force field
developers. Despite efforts in the context of the MMF94 force
field110 and the MM3-MM4 family of force fields,111�113 this has
not been widely adopted in the biomolecular simulation com-
munity, although the polarizable AMOEBA force field114 does
feature anharmonic bond and angle potentials as well. In prin-
ciple, it should be advantageous to use for instance Car�Parrinello
molecular dynamics,115 in order to more faithfully represent a
liquid than is possible in a classical simulation. This was attemp-
ted by Kuo et al. for water.116 They find a large scatter in cP values
due to limited sampling, but also a systematic deviation from the
experimental value. Obviously, the computational bottleneck
that would be introduced by CPMD or related methods will
remain difficult to surmount for the immediate future, and there-
fore force-field-based methods remain necessary. Nevertheless, it
is encouraging that there is a trend to use molecular dynamics
simulations based on density functional theory codes to study
vibrational properties of biomolecular systems beyond the har-
monic approximation.117�119

The dielectric constant seems to be the hardest nut to crack.
Nonpolarizable force fields (such as GAFF and OPLS/AA) are
known to have difficulties in reproducing the dielectric constant
and to some extent also the surface tension. In the case of water,
for which a large number of force fields have been developed,
there are several studies that describe this (for a review, see, for
example, Guillot25). Improving the dielectric function often
turns out to be done at the cost of the enthalpy of vaporization
and the free energy of solvation—properties that may be more
important to reproduce in biomolecular simulations. In addition
to systematic problems, like sampling or the lack of polarization
in our simulations,120 the temperature dependence of the di-
electric constant provides both a challenge and an opportunity
for future force field development. For most molecules, the
temperature dependence is very strong, because molecular mo-
tion is the largest factor contributing to ε(0). In his review of
water models, Guillot has pointed out that the relation between
dielectric constant and other properties is complex, and hence it
can be used to test and validate force fields, but not likely as a
target for force field optimization.25

The benchmark we present here allows one to pinpoint sys-
tematic errors in force fields due to the fact that most chemical
moieties are represented more than once. The overall perfor-
mance of GAFF is surprisingly good, seeing that the parameter
development was not aimed at liquids. The results from the
OPLS/AA force field are slightly better than GAFF, obviously
due to the fact that OPLS/AA was parametrized for liquids. The
CHARMM generalized force field seems to be even slightly
better, at least for density and enthalpy of vaporization.37 It is
reassuring for applications of force field calculations beyond
liquids that the parameters in most cases are reasonable; how-
ever, the results presented here also show that blind faith in force
fields is not warranted in all cases. In Table 2, we list the root-
mean-square deviation, as well as the average relative deviation,

of the calculated values from the experimental, for each property
we have analyzed. Even if our set of molecules is limited to 146,
these numbers give a measurement of howwell the properties are
reproduced in the two force fields, at least for molecules similar to
the set presented here.

Wang and Tingjun have recently reported a similar force
field test of 71 organicmolecules based on theGAFFandOPLS/AA
force fields.32 They report densities and enthalpies of vaporiza-
tion for these molecules and find small deviations from experi-
mental results that are comparable to our numbers. It is encourag-
ing to note that these authors were able to improve the corres-
pondence to experimental numbers by tuning the Lennard-Jones
parameters of some of the atom types. How this affects the other
properties that we have studied here, in particular, the dielectric
constant and the surface tension, remains to be determined, but it
is likely that just tweaking the Lennard-Jones parameters is not
sufficient to cure the significant and systematic deviations ob-
served for those properties.

Mobley et al. have performed free energy of solvation (ΔGhyd)
benchmarks, reporting a RMS error from experimental numbers
of 5.2 kJ/mol for more than 500 molecules.121,122 This number is
comparable to the RMSD of 6.5 kJ/mol we computed forΔHvap

for OPLS/AA (10.6 kJ/mol for GAFF and 4.7 kJ/mol for
CGenFF37). Since both numbers are to a large extent determined
by the intermolecular energies, we can conclude that the RMS
error in intermolecular energies for (“small”) organic molecules
is 5�6 kJ/mol using state of the art simulations and nonpolariz-
able force fields. It should be noted that this result may be biased
by the choice of test set, as has been shown in the context of the
SAMPL contest where hydration energies were to be predicted.123,124

It was found here that larger molecules with multiple functional
groups have similar deviations from the experimental hydration
energy—errors up to 10 kJ/mol.123 It seems plausible that part of
this error is due to the simple nonpolarizable water model used,
however, since the enthalpy of vaporization is approximately
additive (which can be seen by plottingΔHvap for, e.g., alkanes as
a function of the number of carbons), the error per functional
group should still be relatively low, less than 5 kJ/mol for most
groups. In the present work, we studied pure liquids only, pro-
viding a simpler test set than what has been used in previous
studies. Further tests on pure liquids and liquid mixtures should
provide a more detailed understanding of the predictive power of
force field calculations. At the same time, systematic methods for
force field development23,125 could be used for the improvement
of classical force fields.

’ASSOCIATED CONTENT

bS Supporting Information. Complete molecular topologies
and structures for use with the GROMACS software suite as well
as equilibrated liquid boxes containing coordinates for all 146
systems are available from our Web site http://virtualchemistry.
org . Simulation parameter files are available in a zip file. The PDF
file contains a derivation of the two phase thermodynamics
method, as well as four supporting figures and 13 tables. Figure
S1 shows ΔD eq 4; Figure S2, the fits to experimental data as a
function of temperature for the dielectric constants; Figure S3,
the fits to experimental data as a function of temperature for the
heat capacity; and Figure S4, the fits to experimental data as a
function of temperature for the isothermal compressibility.
Tables S11�S13 give the experimental references corresponding
to Figures S2�S4 for eachmolecule. Table S1 contains a list of all
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molecules with formula, molecular weight, CAS number, and
ChemSpider ID. Full lists of the calculated values for all proper-
ties as well as experimental and CGenFF37 reference data (where
applicable) are presented for liquid densities (Table S2), en-
thalpy of vaporization (Table S3), surface tension (Table S4),
dielectric constant (Table S5), volumetric expansion coefficients
(Table S6), isothermal compressibility (Table S7), heat capacity
cP (Table S8), heat capacity cV (Table S9), and heat capacity cP

class

(Table S10). The tables are presented using the Hill system.126

This information is available free of charge via the Internet at
http://pubs.acs.org.
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ABSTRACT: Benchmark timings are presented for the fragment molecular orbital method on a Blue Gene/P computer.
Algorithmic modifications that lead to enhanced performance on the Blue Gene/P architecture include strategies for the storage
of fragment density matrices by process subgroups in the global address space. The computation of the atomic forces for a system
with more than 3000 atoms and 44 000 basis functions, using second order perturbation theory and an augmented and polarized
double-ζ basis set, takes ∼7 min on 131 072 cores.

’ INTRODUCTION

In recent years, a breakdown in Dennard’s scaling1 has pre-
vented CPU clock speeds from increasing significantly without
giving rise to punitive power and cooling requirements. Fortu-
nately, however, Moore’s law2 has continued to apply, and this
has allowed processor designers to partially mitigate for the effect
of plateauing clock speeds by having multiple compute units on a
chip. This is evident in the mobile processor market where low
power dual core processors are common all the way through to
state of the art supercomputers equipped with massively multi-
core processor nodes and special purpose accelerators. On
the other hand, the aggregate floating point (or more general
computational) performance of a chip/socket or even collection
of chips/sockets in a node is expanding at a rate that is con-
siderably greater than the speed at which data can be transferred
between chips/sockets/nodes. This scenario significantly chal-
lenges the scalability of dense algebra problems, particularly the
large, distributedmatrix operations that are endemic in electronic
structure algorithms.3,4 Scientific application programmers have
in turn responded by seeking ways to break down a problem into
manageable parts, exploiting the locality of certain properties to
yield multiple levels of model scaling in a given method, as well as
multiple levels of parallelism, in order to better map the com-
putation onto the architecture. One such method in electronic
structure theory is the fragment molecular orbital (FMO)5�7

method that is the focus of the work presented here.
While there are many other fragment-based methods,8�19 a

distinctive feature of the FMO method is that the electrostatic
potential (ESP) that represents the entire system is included
during the calculation of the energy of each individual fragment.
Further, a many-body expansion is used to account for the
interfragment interactions. The FMO approach has the chief
advantages of scaling nearly linearly in computation cost with the
problem size, the avoidance of any empirically fitted parameters,
and compatibility with all quantum chemical methods. Thus, the
FMO method offers considerable flexibility to mitigate the tradi-
tional bottlenecks of quantum chemistry in terms of cost, memory,
and communication bandwidth. Parallel scalability derives from the

concurrent and asynchronous execution of individual fragment
calculations on distinct processor subgroups, provided that even
load balancing can be achieved as it has been in this work.

For parallel execution, the FMO implementation in GAMESS
(General Atomic and Molecular Electronic Structure System)20,21

can make use of the distributed data interface (DDI),22,23 and its
generalization to subgroups, the generalized DDI (GDDI).24

GDDI allows processor subgroups to be created in such a way
that, during an FMO calculation, they can access fragment data
from other subgroups asynchronously in a “one-sided” fashion.
Consequently, the FMO method is emerging as a highly effective
means of harnessing modern supercomputing hardware to treat
systems with thousands of atoms quantum-mechanically.

The FMO method has been applied to a broad range of large
systems. Among many important examples of FMO applications
are studies in protein folding25 and drug design,26�29 and an inter-
face with the qualitative structure�activity relationship (QSAR).30

The FMO method has also been applied to oligosaccharides,31

zeolites,32 nanowires,33 and molecular clusters, in particular to the
explicit treatment of solvents.34,35

One purpose of the present study is to demonstrate that the
FMO method can make effective use of massively parallel
computers that approach the petascale (i.e., the effective use of
∼100 000 or more compute cores) in both speed and resources.
Second, this capability will facilitate future applications for the
study of large, complex chemical problems that might otherwise
be computationally intractable. Software development for mas-
sively parallel (i.e., peta and exascale) computers is frequently
well behind the advances in hardware; therefore, efficient com-
putational methods are needed to take advantage of the new
computational architectures that are becoming available, as well
as those that are anticipated in the near future. The FMOmethod
discussed in the present work is one viable example of new high
performance software in electronic structure theory.
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’METHODS AND COMPUTATIONAL DETAILS

TheFMOmethod has been described extensively elsewhere;6,7,36

therefore, only a brief description will be given here. The basic
equation to obtain the total energy of the system divided into N
fragments is

EFMO2 ¼ ∑
N

I
E0I þ ∑

N

I > J
ðE0IJ � E0I � E0JÞ þ ∑

N

I > J
TrðΔDIJVIJÞ ð1Þ

where E0I and E0IJ are the internal energies of fragments I
(monomers) and their pairs IJ (dimers), polarized by the ESP field
of all other fragments determined self-consistently. ΔDIJ is the
difference between the density of the dimer IJ and the sum of the
densities of the monomers I and J; VIJ is the ESP for dimer IJ. The
FMO2 level of theory includes the explicit pair corrections shown in
the second and third terms of eq 1, while FMO1 corresponds to the
sumovermonomers in the first termof the equation. The gradient is
obtained by taking the fully analytic derivative of the FMO energy,
recently developed by Nagata et al.37,38 The FMO1 method, which
was used for scalability tests in the previous papers, gives the internal
energies of the fragments in the presence of the fields of all other
fragments and also describes themany-body polarization, as demon-
strated by the pair interaction energy decomposition analysis
(PIEDA).39 The individual fragment polarization energies EI

PL can
be calculated as

ΔEPLI ¼ � ðE0I � E0I Þ ð2Þ
where EI

0 is the internal energy of fragment I (i.e., the energy
computed without the field of the other fragments). All of the
energies EI

0 can be calculated in a single run and used to estimate the
many-body polarization in large systems.

The key to achieving high parallel efficiency is the multilevel
hierarchical approach, GDDI, that has so far been limited to two
levels.24,40 Specifically, computer nodes are divided into groups,
and each group is assigned a particular fragment or fragment pair
calculation to perform. The calculations within a group are
performed without communication to other groups. However,
at several points during the calculation some communications are
required. The most important of these communications is to
exchange fragment densities and to accumulate a total property,
such as the energy. All workload balancing is done dynamically, at
both the inter- and intragroup levels.

In general, the number of groups is chosen to balance the losses
due to synchronization. For example, when a group finishes early
and has to wait for the others to finish, having fewer groups is
more efficient. On the other hand, when fewer nodes are assigned
to a group, the parallelizationwithin a group (e.g., an RHForMP2
calculation of a given fragment or dimer) is more efficient, so
having more groups is preferred. It has been shown previously24

how varying the group size affects the synchronization and data
exchange timings, as well as the general performance. For water
clusters with a uniform fragment size, the load balancing is simpler
than for proteins,24 for which other techniques such as doing the
larger jobs first24 and employing semidynamic load balancing40

(i.e., static load balancing on large GDDI groups for a few large
fragments and dynamic load balancing on small GDDI groups for
the rest) have been found to be necessary. Because the number of
tasks is different for monomers vs dimers, a different grouping
strategy is often employed for these two different components of a
calculation, with the regrouping performed at the end of the
monomer step. Guidelines for the grouping of CPU cores have
been given elsewhere.9 In general, it is recommended that each

group does several calculations for more even load balancing,
especially when fragments are different sizes. As an example,
consider FMO2 calculations on 4096 water molecules at the
RHF/6-31G(d) level of theory, with each fragment defined to be
two water molecules. This means there are 2 098 128 dimers.
Most of these dimers are far enough apart to be treated using the
ESP approximation, but 24 411 dimers must still be treated with
quantum mechanics. If one uses 2048 groups for the dimer
calculations, there will be∼12 dimers/group. The total wall clock
time for this set of calculations is 11.5 min. Doubling the number
of dimer groups to 4096 increases the wall clock time to 14.6 min.
So, there is clearly a dependence on the number of groups that is
used in each step of a calculation. In the present work, the default
FMO options are used, except that all ESPs are computed using
the one-electron approximation.

Prior to this work, FMO calculations were performed on com-
puter clusters with dozens, or at most hundreds, of CPU cores
with local disks attached to each node. In such cases, the I/O
required to store and access the fragment densities is negligible
compared to the total times. However, on supercomputers
containing thousands to tens of thousands of cores, the I/O
constitutes a major bottleneck. Due to recent multicore CPU
development, the CPU core count continues to increase while
the number and efficiency of storage devices typically lags far
behind. Additionally, many modernmassively parallel computers
such as the K computer41 or the Blue Gene/P computer42 have
no local storage. The I/O system that is usually provided on such
computers generally does not meet the I/O demands in the
FMO production code, due to the required access to fragment
densities in order to calculate ESPs.

In previous FMO implementations, the master process of each
group created a direct-access file in which the densities of all
fragments are stored. The new approach, employed here, is based
on a large array containing all fragment densities created in
shared memory distributed among nodes. The standard DDI
functionality described elsewhere is used.23 The fragment den-
sities are stored on data servers and sent on demand to compute
nodes directly, with these communications sometimes involving
intergroup operations. In addition, the RAMDISK feature on the
Blue Gene/P was found to be effective in reducing I/O to hard
disks by causing scratch files to be written to the memory of the
nearest I/O node, thereby greatly improving performance. The
main difference between the density file and other scratch files is
that the latter are local to each group calculation and need not be
made accessible to other groups, while the former must be made
either fully global or synchronized between groups at some
points. The underlying MP2 gradient calculations also use DDI
memory.22,43

As an example of the consequent gain in efficiency, consider
1024 water molecules whose energy was calculated using FMO2
with MP2 and the 6-31G(d,p) basis set, both with the previous
disk-based implementation (“FMOd”) and the new implemen-
tation (“FMOm”). Each calculation was run on 1024 nodes
(4096 cores) on a Blue Gene/P computer. The wall time required
for the FMOd calculation was 335.4 min, whereas the corre-
sponding FMOm wall time was 10.7 min. This is a dramatic
improvement in efficiency. This 31-fold speed-up demonstrates
that the DDI-based density storage is paramount to running
FMO calculations effectively on large-scale parallel computers.

The hardware platform used for all calculations was the Blue
Gene/P computer (Intrepid) at the Argonne Leadership Com-
puting Facility (ALCF). ABlueGene/P node consists of a quad-core



77 dx.doi.org/10.1021/ct200548v |J. Chem. Theory Comput. 2012, 8, 75–79

Journal of Chemical Theory and Computation ARTICLE

PPC450 chip, running at 850 MHz, with 2 GB of DRAM. Each
board contains 32 compute nodes and has two dedicated I/O
nodes to handle access to disk. The relatively low clock rate and
node memory combine to give the architecture a very desirable
FLOP/Watt ratio of 360 MFLOPS/Watt. Nodes are linked via
three networks, one for collective communications with a
bandwidth of 6.8 GB/s, a point-to-point interconnect of 3D
torus topology with a bandwidth of 3.4 GB/s, and a 10 GB/s
Ethernet link for I/O. Intrepid has 40 “racks” of 1024 nodes each,
giving it a total of 163 840 processor cores.

’RESULTS

Water clusters were used as the test systems for the bench-
marks that are presented here, as they permit a convenient and
systematic series of problem sizes. The following procedure was
used to construct the water clusters used in this work. First, the
oxygen atoms were fixed to grid points with an increment
equivalent to the O�O separation of a typical hydrogen bond,
taken to be 2.98 Å. The hydrogen atoms were fixed at the
MP2/aug-cc-pVDZ O�H bond length and angle, matching the
intended level of theory that will be subsequently applied to the
entire cluster. The directional orientation of this fixed geometry
was chosen at random. Water molecules were first arranged in
cubes containing eight waters. This arrangement yields frag-
ments containing 1, 2, 4, and 8 waters in a “droplet” configuration
rather than a “chain”, since the former is more favorable to the
convergence of both the local and global FMO-RHF equations,
and since bulk water contains primarily droplet-like clusters. A
sufficient number of cubes is then created in order to yield the
desired “slab” of water, itself as close to cubic as possible.

To survey a range of cluster sizes, calculations were performed
on clusters containing 128, 256, 512, 1024, 2048, and 4096
waters. To assess scalability across a range of processor parti-
tions, 1, 2, 4, 8, 16, and 32 racks of Intrepid were used. In all
calculations, the FMO series is taken to second-order (FMO2),

sufficient for kcal/mol agreement of the energies with full
calculations. The choice of two water molecules per fragment
was found to give kcal/mol accuracy as well as the best overall
performance, scalability, and execution time. The number of
processor groups was chosen to be equal to the number of
fragments. Larger choices for the number of groups, as might be
done in an attempt to align that number with the number of so-
called “self-consistent” dimers, were found to adversely increase
the communication overhead and give a sharp decline in
performance. The level of theory was chosen to be MP2, because
(despite its limitations) MP2 has been found to give results in
good agreement with coupled cluster, CCSD(T), calculations for
water clusters.44

Single-point energies and gradients were computed for all
clusters. The gradients will be used in future dynamics simula-
tions. Two series of calculations were performed spanning the
cluster sizes and processor partitions noted above: the first series
uses the 6-31G(d) atomic basis set45 (see Table 1); the second
series uses the aug-cc-pVDZ basis set46 (see Table 2). The next
basis set in the “Dunning” series, aug-cc-pVTZ,46 is more than
twice as large (105 Cartesian basis functions for water) as the
aug-cc-pVDZ basis set (43 Cartesian functions), so only a short-
range of small clusters could be computed in a reasonable time
with the current hardware. Calculations in a given partition series
(row) of the tables begin below 1 h in duration and continue to
either the point of “diminishing returns” regarding scalability or
the maximum partition, whichever comes first. The scalability of
the largest calculation, that of 4096 waters (having 12 288 atoms)
at the MP2/6-31G(d) level of theory, is depicted in Figure 1,
where it may be seen that the computations scale rather well
with a system size up to the full complement of more than
131 000 cores.

The scaling of the cost of the calculation with problem size
may be assessed by examining the columns in Tables 1 and 2.
In Table 1, with the smaller basis set, doubling the size of the

Table 1. The Performance of FMO2-MP2 Force Calculations on the Blue Gene/Pa

racks: 1 2 4 8 16 32

cores: 4096 8192 16 384 32 768 65 536 131 072

waters atoms basis functions wall time (min)

128 384 2432 0.5 0.4

256 768 4864 1.1 0.7 0.5

512 1536 9728 3.6 2.0 1.2 0.8 0.7

1024 3072 19 456 10.7 6.3 3.4 2.1 1.5 1.2

2048 6144 38 912 34.6 18.5 11.1 6.1 3.7 2.6
aThe atomic basis set is 6-31G(d).

Table 2. The Performance of FMO2-MP2 Force Calculations on the Blue Gene/Pa

racks: 1 2 4 8 16 32

cores: 4096 8192 16 384 32 768 65 536 131 072

waters atoms basis functions wall time (min)

128 384 5504 8.6 4.8 2.7 1.8

256 768 11 008 19.8 10.5 5.8 3.4 2.2

512 1536 22 016 28.9 15.4 8.6 4.9 3.2

1024 3072 44 032 41.1 22.0 12.2 7.1
aThe atomic basis set is aug-cc-pVDZ.
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system increases the cost by roughly a factor of 3. For the larger
basis set, the corresponding factor is a bit smaller, between 2 and
3. This is not as good as linear scaling, but considerably better
than quadratic scaling. The deviation from the linear regime is
mainly caused by the increasing fraction of the far separated
dimers computed with the electrostatic approximation. As the
cluster size increases, the parallel scalability with the number of
cores improves, as one would expect. The aug-cc-pVDZ calcula-
tions are on the order of 10 times more expensive than the
corresponding 6-31G(d) calculations. This is consistent with the
basis set roughly doubling in size on going from the smaller
(Table 1) to the larger (Table 2) basis set, combined with the
cubic increase in the fragment cost with the number of basis
functions. Of great interest with regard to the use of the FMO
method are the prospects for ab initio MP2 molecular dynamics
(MD) simulations of bulk water and other fluids. The approx-
imate linear scaling exhibited in the tables makes such calcula-
tions feasible. The present benchmarks provide reference points
for the estimation of costs within the current hardware constraints.
For example, MD step times on the order of 1 min for clusters
512�1024 water molecules are highly encouraging.

’SUMMARY

This work has demonstrated that the FMO code in GAMESS
can efficiently utilize “petascale” processor counts. Specifically,
the GAMESS/FMO method can use up to 131 072 processor
cores of a Blue Gene/P supercomputer to obtain theMP2 atomic
forces for a system with more than 4000 atoms, with the 6-31G
(d) basis set, in approximately 7min. Of course, the Blue Gene/P
is not the only supercomputer architecture capable of achieving
petascale computing. However, the group division of processors
chosen for this work is unique to the Blue Gene/P architecture
due to the great number of variables required for optimal
efficiency during electronic structure calculations. These vari-
ables include fragment size (number of basis functions per
fragment and homogeneity of fragment size), level of theory
(e.g., HF, MP2 etc), and most importantly the computer
architecture being used. While the first two variables can affect
the accuracy of the FMO calculation, the last variable can also
affect these choices due to computational resources available.

Likewise, depending on the level of theory, memory require-
ments may necessitate larger GDDI groups.

The number of cores per node, amount of memory per core,
network speed, and CPU clock rate as well as the choice of
communication layer (e.g, MPI, ARMCI) can all affect how the
user chooses the GDDI group division. The relatively small
node size (four cores per node) of the Blue Gene/P architecture
makes it particularly flexible in terms of the GDDI group size.
However, other architectures, such as the Cray XE6 and SGI
Altix, typically consist of 12�16 cores per node with signifi-
cantly higher clock rates. These numbers are only likely to
increase with advances in microprocessor technology, leading to
an increase in the minimum GDDI group size. The obvious
solution to this issue is to simply increase the fragment size in
order to maintain a high level of computational efficiency, with
the byproduct being an increase in the accuracy of the FMO
calculation. This exemplifies the importance of GDDI group
choice by showing the importance of proper group size for the
appropriate fragment size.

Problem sizes in the thousands-of-atoms range represent a
“critical mass” in the applicability of electronic structure theory to
chemistry at which many issues of national strategic importance
(for instance, renewable energy and medicine), including sys-
tems on the biological scale (e.g., proteins), become accessible
with predictive capability and detailed understanding. The FMO
method is clearly able to address such problems with both
efficiency and accuracy. Further improvements in performance
will necessitate addressing several remaining bottlenecks. Among
these are load balancing, the communications (e.g., input/
output) overhead, and the use of outdated programming para-
digms, especially in legacy codes. All of these issues are being
addressed by the authors and colleagues and will continue to be
addressed in the future.
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ABSTRACT: The performance of popular Hartree�Fock-based effective core potentials in Hartree�Fock and density functional
calculations of 3d transition metals has been evaluated by basis-set convergence studies for ten cases: the equilibrium bond
dissociation energy (De) for dissociation of ground-state Ti2 to ground and excited atoms, the ground-state dissociation energies of
FeO, Cu2, ScH, TiH, Sc2, Fe2, and TiV

+, and the first excitation energy (Ex) of Ti atom. Each case is studied with 11 or 13 density
functionals. For comparison, the accuracy of the all-electron def2-TZVP basis set is tested with both relativistic and nonrelativistic
treatments. Convergence and accuracy are assessed by comparing to relativistic all-electron calculations with a nearly complete
relativistic basis set (NCBS-DK, which denotes the cc-pV5Z-DK basis set for 3dmetals and hydrogen and thema-cc-pV5Z-DK basis
set for oxygen) and to nonrelativistic all-electron calculations with a nearly complete nonrelativistic basis set (NCBS-NR, which
denotes the cc-pV5Z basis set for 3d metals and hydrogen and the ma-cc-pV5Z basis set for oxygen). As compared to NCBS-DK
results, all ECP calculations perform worse than def2-TZVP all-electron relativistic calculations when averaged over all 130 data (13
functionals and ten test cases). The compact effective potential (CEP) relativistic effective core potential (RECP) combined with a
valence basis set developed for the many-electron Dirac�Fock (MDF10) RECP performs best in effective core potential
calculations and has an average basis-set incompleteness error of 3.7 kcal/mol, which is much larger than that (0.9 kcal/mol) of def2-
TZVP relativistic all-electron results. Hence, the def2-TZVP relativistic all-electron calculations are recommended for accurate DFT
calculations on 3d transitionmetals. In addition to our general findings, we observed that all kinds of density functionals do not show
the same trends. For example, when ECPs are used with hybrid functionals, which sometimes are not recommended for calculations
of transition metal systems, they are found to perform better at achieving the basis-set limit than when used with local functionals
and meta-GGA functionals. The most successful combination of RECP and basis set has a basis-set incompleteness error of
1.7�2.4 kcal/mol for hybrid generalized gradient approximations, which is smaller than that of nonrelativistic NCBS calculations
(whose average basis-set incompleteness error for hybrid functionals is 2.7�2.9 kcal/mol). The average basis-set incompleteness
error in Hartree�Fock calculations is 1.0�4.4 kcal/mol for five of the ECP basis sets but is 5.8�10.8 kcal/mol for six others.

1. INTRODUCTION

Accurate computational study of transitionmetal (TM) contain-
ing systems has been recognized as a challenge for several decades
because of the large computational cost, significant relativistic
effects, and particularly the presence of low-lying electronic states
arising from partially filled d shells. Because of the complexity, the
present most widely used computational method for large TM
system is density functional theory (DFT) combined with the use
of effective core potentials (ECPs).1 Following this strategy, there
are several issues to which one should pay attention.

The first issue is the decision whether to use an ECP. An ECP
is a potential energy function added to an electronic structure
calculation to replace the explicit treatment of core electrons.
The use of an ECP allows one to significantly reduce the cost of
calculations in three ways: (i) by decreasing the number of basis
functions (because no basis functions are required to treat core
orbitals), (ii) by decreasing basis-set superposition error; and
(iii) by solving a nonrelativistic (NR) wave equation for valence
orbitals in the presence of a relativistic ECP (RECP, which is an
ECP fitted to relativistic calculations) rather than having to use
a relativistic all-electron (AE) wave equation to include the rel-
ativistic effects. The second issue is that ECP requirements for
DFT are different from those for wave function theory (WFT).

The most popular ECPs for DFT calculations with Gaussian
basis functions have been developed with Hartree�Fock (HF)
wave functions, and their application in DFT studies needs
further validation because of the nonlinear dependence of
exchange-correlation (xc) functional on density. The importance
of nonlinear core corrections (NLCC) in DFT calculations with
ECPs has been stressed in several studies,2 and a few systematic
investigations3 have been carried out to validate the use of some
HF-derived ECPs in Gaussian-based DFT calculations. In our
recent work on ECPs for As-containing compounds, we
investigated4 the need for NLCCs for Gaussian-based DFT
calculations. The limited transferability of HF-derived ECPs
in DFT calculations was observed, but the errors introduced
relative to the nearly complete all-electron (AE) basis set
calculations by using small-core ECPs with appropriate valence
basis sets for arsenic were found to be small enough to be
acceptable for many purposes. However, for transition metals,
the conclusions could change, especially due to the variability of s
and d orbital occupations upon bonding or electronic excitation.
With different valence occupancies, the electron density in the
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core region of a particular TM atom could differ significantly
from the density of the reference state used in the ECP con-
struction; this makes stronger demands on the transferability of
ECPs for accurate calculations with either HF or DFT.2

A related issue is that ECPs do not eliminate electron density
in the core region. They do remove the density due to core
orbitals, and they replace the core-region density of the true core
orbitals by the core-region density of the pseudovalence orbitals
(which are the nodeless valence orbitals determined in the
presence of ECPs rather than in the presence of explicit core
orbitals). Different ECPs change the core-region density and
density gradient in different ways, and different density func-
tionals may be more or less suitable for use in the presence of
such changes as caused by a particular ECP. Meta-GGA func-
tionals that involve orbital-dependent kinetic energy density
make the importance of this complication even more difficult
to prejudge.

Another issue is that, despite the success of DFT for systems
composed of main-group elements, density functionals have
special problems for the investigation of TM systems.5 The main
one is that, as a single reference method, DFT is expected to be
less accurate for some TM systems, because of their strong
multireference character. The performance of various density
functionals when applied to TM-containing systems has been
extensively investigated using AE basis sets in the past decade.6

One conclusion6b is that local generalized gradient approxima-
tions (GGA) and meta-GGA functionals usually perform better
for TM species than do the nonlocal hybrid functionals that are
the recommended functionals for most main�group species; this
results because the Hartree�Fock (HF) exchange involved in
hybrid functionals does not incorporate the important static
correlation effects of multireference systems, whereas density
functional exchange includes a portion of the nondynamical
correlation energy,7 this is particularly important in TM bond-
ing.8 The various exchange and correlation functionals include
different approximations to Hartree�Fock exchange, nondyna-
mical correlation, and dynamical correlation, and the resulting
errors introduced by each density functional interact nonlinearly
with errors introduced by each ECP, by the NLCC, and by the
pseudovalence orbital density. Ultimately we need to find an
ECP that works well for a given density functional.

In the present work, we investigate the performance of popular
HF-derived ECPs for DFT study of 3d TM-containing species. A
key issue in the construction of effective core potentials is that
they do not represent just the interaction of a single electron with
the core. Rather they must be constructed from the neutral atom
wave function so that they take account, in an effective way, of the
valence�valence interaction energy between the pseudovalence
orbitals without modifying the form of the two-electron Cou-
lomb interaction that is appropriate for interactions among the
original valence orbitals.9 This indicates that effective core
potential cannot be completely transferable among molecules
that have different valence electron distributions or different
partial atomic charges. Therefore, in testing the performance of
effective core potentials we should consider molecules with
bonds having both high and low partial ionic character, and we
should consider molecules in which the valence electron dis-
tribution is significantly different than that in the atoms, for
example a case where s and d orbital occupancies have changed.
The test set used here includes this kind of diversity. The first and
major part of the present investigation involves determining how
well one can find a generally applicable ECP for DFT methods;

this is accomplished by averaging ECP performance on up to 130
data (as explained above). The second part is a study of whether
particular ECPs are well suited for use with specific density
functionals. The appropriate valence basis sets to be combined
with ECPs for DFT calculations are also discussed. In addition
we carry out HF calculations for sorting out the special ECP
needs of DFT as compared to those of WFT.

2. COMPUTATIONAL DETAILS

It is well-known that core�valence interactions are too strong
to allow one to replace the 3s and 3p electrons by an ECP in 3d
TMs.10 Therefore, we consider only “small-core” ECPs that
replace the innermost 10 electrons. Finally we note that the
relativistic effects considered in the present article are only the
one-electron scalar relativistic effects, that is, the mass-velocity
and Darwin terms; we do not consider spin�orbit coupling at all.

Our investigation starts by calculating the equilibrium bond
energy (De) of Ti2 using a variety of combinations of popular ECPs
and valence basis sets and 11 popular and prototypical functionals
(M05,11 M06-L,12 M06,13 BLYP,14 ωB97X-D,15 τHCTHhyb,16

G96LYP,14b,17 mPWLYP,14b,18 B3LYP,14,19 X3LYP,20 and
BPBE14a,21). We investigate the 3Δg state of Ti2 and consider the
two dissociation limits of this state: one dissociation limit is the
ground state (3F, 4s23d2) of two Ti atoms; another dissociation
limit is the first excited state (5F, 4s13d3) of two Ti atoms; the
former may be called adiabatic dissociation, and the latter may be
called diabatic dissociation because the bonding of Ti2 (

3Δg) is
derived from the 4s13d3 occupations of Ti atoms.

For each kind of dissociation and each given functional, we
carry out a Douglas�Kroll�Hess second-order scalar relativistic
calculation (labeled, as usual, as either DKH or DK)22 with a
large AE basis set called cc-pV5Z-DK.23 This basis set is
specifically optimized for relativistic calculations and is used to
obtain a De reference value for that functional. For brevity, this
reference value is labeled NCBS-DK (NCBS denotes “nearly
complete basis set”). For each ECP calculation, with either a
nonrelativistic (NR) or a DKH relativistic treatment of valence
electrons, we calculate a deviation from the relativistic NCBS-DK
value; we will call this the complete error. The complete mean
unsigned error (C-MUE) is the mean unsigned deviation of the
11 calculated values for each kind of dissociation limit from their
corresponding NCBS-DK reference values, and it is a measure of
how well the whole treatment approaches the complete basis set
limit including relativistic effects. The C-MUE is also called the
basis-set incompleteness error.

Similarly, we use a nonrelativistic calculation with the cc-pV5Z
basis set (which is specifically optimized for nonrelativistic
calculations) to obtain a nearly complete-basis-set nonrelativistic
reference value, labeled NCBS-NR, of De of Ti2 for each
dissociation limit and for a given functional. The mean unsigned
deviation of calculations with each ECP and its corresponding
valence basis set from the corresponding NCBS-NR reference
values is calculated for the 11 functionals and is called the non-
relativistic mean unsigned error (NR-MUE). The NR-MUE is a
measure of how well this treatment approaches the nonrelativis-
tic complete basis set limit.

As mentioned in Introduction, the error from the density
functional itself interacts with the error from the basis set; there-
fore, instead of comparing to experimental results, we compare
the ECP results to the AE NCBS values obtained with the same
functional. We do this for both relativistic and nonrelativistic ECPs.
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In this way, one can largely decouple the errors that are intrinsic to a
given functional, errors from the treatment of relativistic effects, and
errors resulting from the choice of ECP and valence basis set. By
averaging over 11 functionals we get a robust estimation of the
typical errors incurred by use of a given ECP to represent the core
electrons for DFT calculations because averaging over 11 func-
tionals avoids the bias due to the choice of a particular functional.

In this first test set, we first test the five popular small-core ECPs,
each used with its own valence basis set, that is, with the basis set
originally proposed by the developers of that ECP. Next we test
somenonstandard combinations of theseECPswithAEbasis sets or
with valence basis sets designed, optimized, or designated for other
ECPs. The five tested ECPs include three RECPs:
• the multiconfiguration Hartree�Fock adjusted relativistic
Stuttgart ECP with perturbative corrections added from
Dirac-Hartree�Fock results (originally called MDF1024

and also often called SDD),
• the relativistic compact effective potential (CEP,25 which is
also sometimes called the Stevens-Basch-Krauss-Jasien
(SBKJ) potential),

• the CRENBL RECP derived from numerical Dirac�Fock
calculations;26

and two nonrelativistic ECPs (NRECPs):
• the Los Alamos27 small-core NRECP,
• the MHF1024 Stuttgart NRECP.
MDF10 and MHF10 are energy-adjusted ECPs, and the others

are shape-consistent ECPs. The energy-adjusted ECPs are adjusted
to more than a single reference state so that they are expected to
describe states with different d occupation in a more balanced way.
The CEP shape-consistent ECP is also obtained in this way. In all
ECP calculations in the paper itself (whether employing an
NRECP or an RCP), the valence electrons are treated nonrelati-
vistically. Two calculations presented in the Supporting Informa-
tion confirm the expected small effect of including scalar relativistic
effects in the treatment of noncore electrons.

For comparison, we also test the performance of popular AE
def2 basis sets28 def2-TZVP and def2-QZVP and the minimally
augmented def2 basis sets29 ma-TZVP and ma-QZVP. The
relativistic def2-QZVP calculations have been recommended
for accurate calculations of small arsenic species in our recent
work, and the nonrelativistic def2-TZVP calculations have been
found to be reasonably accurate for the properties in which
relativistic effect is not significant.

For brevity, we will sometimes label the combination of an
ECP and a valence basis set as an “ECP basis set”. We denote
each nonstandard ECP basis set by “basis[ECP]”, where “basis” is
the well-known name of the basis set and “ECP” is an abbrevia-
tion for the ECP. Lanl2 denotes the small-core Los Alamos
NRECP; CEP denotes the CEP RECP; MDF denotes the
MDF10 RECP; and MHF denotes the MHF10 NRECP. For
the standard ECP basis sets, that is, using an ECP and its own
designated basis set, or for the use of an AE basis set, we just use
the well-known name for it, for example, Lanl2DZ, CEP-121G,
or def2-TZVP. A suffix “-C” is added in the denotation if
Cartesian d, f, or g subshells are used in calculations instead of
the default spherical harmonic d, f, or g basis functions.

Based on the averages of obtainedC-MUEs andNR-MUEs for
De values of two kinds of dissociation of Ti2, we selected several
more accurate ECP basis sets and the def2-TZVP AE basis set
for further tests with a larger test set using the same 11 density
functionals. The test set includes 10 cases: the two kinds of

dissociation energy of Ti2 of the first test set, the first excitation
energy Ex (4s

23d2 f 4s13d3) of Ti atom, and De values of TiV
+

(3Δ state, dissociating to a neutral Ti atom and a V+ cation), TiH
(4Φ), Fe2 (

7Δu), FeO (5Δ), Sc2 (
5Σu

�), ScH (1Σ�), and Cu2
(5Σg

+). For the cases of TiH, Fe2, FeO, Sc2, ScH, and Cu2, only
the ground-state dissociation limit is considered. In calculations
with these selected ECP basis sets and in the def2-TZVP AE
calculations, the ma-TZVP AE basis set always is used for the
oxygen atom of FeO, and the def2-TZVP AE basis set is used for
hydrogen in the cases of ScH and TiH.

The same strategy is used for this second test set, and the
performance of ECP basis sets for all 11 functionals is estimated
by calculating C-MUE and NR-MUE for each case and then
averaging over the ten cases. Errors averaged over the ten cases
are prefixed by "A-"(which should not be confused with the "M"
that denotes a mean over several density functionals). In the
calculations of NCBS-DK (NCBS-NR) reference values for each
functional and each case, the NCBS-DK (NCBS-NR) basis set
for 3d TM metals and H atom is always cc-pV5Z-DK (cc-
pV5Z),22,30 and the NCBS-DK (NCBS-NR) basis set for O
atom is a minimally augmented cc-pV5Z-DK (cc-pV5Z) basis set
(ma-cc-pV5Z-DK (ma-cc-pV5Z)) because of the negative partial
charge on O. The minimally augmented basis set ma-cc-pV5Z-
DK or ma-cc-pV5Z is obtained by adding a set of diffuse s and p
functions to the cc-pV5Z-DK or cc-pV5Z basis set for non-
hydrogenic elements, with the exponents of the most diffuse s or
p functions of cc-pV5Z-DK or cc-pV5Z basis set divided by a
factor of 3, as recommended previously.4,29

To identify an ECP that works well for a given functional, we
also calculate the mean unsigned deviation of various ECP basis
sets from the NCBS-DK reference value over ten cases for each
given functional. In addition, for further understanding, the use of
these ECP basis sets for HF calculations and for calculations with
two additional functionals SVWN31 and HSE32 will be also tested
in this part of the investigation. Through comparison with the
performance of the def2-TZVP AE basis set for each functional,
the use of each special ECP basis set is discussed in detail.

All calculations are carried out using the Gaussian 0933

electronic-structure package. For each molecule, the same geo-
metry was used for all calculations because the use of any
reasonable bond length is equally good for testing whether the
ECP represents the effect of the core electrons. (Nevertheless,
for completeness, we confirm at the beginning of section 3 that
the complete mean unsigned errors in dissociation energies with
a fixed reasonable bond length are in good agreement with those
obtained with individually optimized bond lengths.) The experi-
mental bond lengths are used for RTi�Ti = 1.943 Å,34 RFe�Fe =
2.02 Å,34 RCu�Cu = 2.219 Å,34 RTi�H = 1.779 Å,35 and RFe�O =
1.616 Å.36 The value of RSc�Sc equal to 2.63 Å is taken from the
DFT calculation in ref 34; RSc�H = 1.7709 Å is obtained here by the
M05/NCBS-DKmethod; and RTiV+ = 2.4287 Å is obtained here by
the M05/def2-TZVP method. For each single-point electronic
structure calculation, the internal stability37 of wave function has
been tested. If instability is found, the wave function is reoptimized
with the appropriate reduction in constraints, until it is stable.

3. RESULTS AND DISCUSSION

For convenience of the reader understanding the trends, all
values of errors in the tables are rounded to the nearest 0.1 kcal/mol.
For specialists, another set of tables showing the hundredths place is
given in the Supporting Information.
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Before the systematic studies, we take TiH and Cu2 as
examples to compare the errors calculated from De values with
particularly optimized bond length Re for a certain method and
basis to those obtained with a fixed reasonable bond length. As
shown in Table 1, for both molecules, the C-MUE values of the
calculated De with the optimized bond length over 11 density
functionals (M05, M06-L, M06, BLYP, ωB97X-D, τHCTHhyb,
G96LYP, mPWLYP, B3LYP, X3LYP, and BPBE) are similar to
those obtained with the fixed bond length, even for some basis
choices which give a large geometry deviation from the NCBS-
DK limit; this indicates that the protocol used here is insensitive
to choice of geometry within the near equilibrium region.
3.1. De of Ti2. Table 2 lists the calculated MUEs (NR-MUE,

C-MUE) using four AE basis sets (def2-QZVP, def2-TZVP, ma-
QZVP, and ma-TZVP) and 24 ECP basis sets (the details are in
Table 2, and more ECP basis sets test results can be found in the
Supporting Information), for De values of two kinds of dissocia-
tions of Ti2, averaged over the 11 density functionals (M05,M06-
L, M06, BLYP, ωB97X-D, τHCTHhyb, G96LYP, mPWLYP,
B3LYP, X3LYP, and BPBE). The last two columns give the
average of MUEs (A-NR-MUE, A-C-MUE) of the two kinds of
De values of Ti2, so each value in these columns is an average over
22 data.
3.1.1. AE Basis Sets. As shown in Table 2, the nonrelativistic

calculations with def2-xZVP and ma-xZVP (xg T) AE basis sets
all have A-NR-MUE values of <0.5 kcal/mol; it is not necessary
to use an ma- basis set instead of a def2- basis set on the metal in
the De calculations of 3d transition metal�metal bond. In a
similar way, the def2- basis sets tested with relativistic treatment
show acceptably small errors with A-C-MUE being smaller than
0.7 kcal/mol, even though these basis sets are optimized for
nonrelativistic calculations. It is noted that in our previous study4

for arsenic, relativistic calculations with def2-TZVP were not
recommended because the def2-TZVP basis set is overpolarized
by f functions for relativistic valence orbitals of arsenic. We note
that def2-TZVP is as good as or slightly better for the two kinds of
dissociations of Ti2 than the def2-QZVP basis set for relativistic
treatment. Using the C-MUEs of nonrelativistic calculations with
cc-pV5Z, which is the NCBS-NR basis set, we can roughly
estimate the relativistic effect for the two dissociation limits
of Ti2. The ground state dissociation limit of Ti2 is found to
have a larger relativistic effect, which is about twice that of the
dissociation to the first excited state of Ti atom. The average of
the absolute values of relativistic effect for the two dissociation

limits of Ti2 is∼3.2 kcal/mol, which should be the smallest error
for AE nonrelativistic treatment for Ti2 dissociations. In order to
get more accurate results, a relativistic treatment must be used.
3.1.2. ECP Basis Sets. According to Table 2, relativistic DFT

calculations with the def2-TZVP AE basis set can decrease the
complete error to 0.6 kcal/mol. Can one also achieve this with an
RECP? If not, can the RECP at least reduce the A-C-MUE to a
value below the 3 kcal/mol achievable with NR AE calculations?
We shall see that the answers are no and no. (We remind the
reader that all errors in and all conclusions in this section are for
errors averaged over 11 density functionals.)
Table 2 shows a large number of calculations on Ti2, which was

studied in the most detail because it turned out to be a very
difficult test case. The table shows that the performance of all the
ECP basis sets tested (including both RECPs and NRECPs) is
much worse than those of the AE basis sets, even worse than
those of the nonrelativistic AE basis set calculations. Most
standard ECP basis sets and some nonstandard ECP basis sets
are singled out for having relatively better performance inTable 2.
Next we discuss a few examples showing this.
The smallest A-C-MUE is 7.6 kcal/mol obtained with the

MDF[CEP]-C ECP basis set, which is a nonstandard combination
of CEP RECP and the valence basis set particularly developed for
use with theMDF10RECP except that “-C” denotes the Cartesian
d and f functions are used in calculations. The CEP-121G standard
ECP basis adopts the same CEP RECP but has larger A-C-MUE
value (10.4 or 10.6 kcal/mol for spherical harmonic or Cartesian d
functions) due to using a relatively smaller valence basis set. This
example provides an illustration of why we considered nonstan-
dard ECP basis sets. It shows that sometimes the error in a
standard ECP basis set is not due entirely to the ECP itself but
rather has a significant component due to the originally proposed
valence basis set. But in this case we can still reduce the average
complete error by only 26% by using a better valence basis set.
The Los Alamos small-core NRECP is also a relatively good ECP.

Since it is fitted to nonrelativistic calculations, the relativistic effect is
not taken account. Hence, although the Los AlamosNRECPwith its
own valence basis sets (Lanl2DZ-C and Lanl2DZ) has a worse
performance than MDF[CEP]-C as compared to NCBS-DK re-
ference values, it has the best performance compared to NCBS-NR
values.We tried to improve the performance of the Los Alamos ECP
by adding more polarization functions and by decontraction, as
discussed next. Lanl2DZ(f)-C has an additional f polarization shell
for the valence basis set as compared to Lanl2DZ-C; these additional
f polarization functions slightly improve its performance relative to
Lanl2DZ-C with the average error decreasing by 0.3�0.5 kcal/mol.
Lanl2TZ andLanl2TZ(f) decontract the s and p functions of valence
basis set of Lanl2DZ, and Lanl08 decontracts all s, p, and d functions;
these basis sets, although further flexibilized by uncontractions, still
lead to large MUEs due to the incompleteness of the basis set.
Although MDF10 and CRENBL are both RECPs fitted to

relativistic calculations, they perform worse than Los Alamos and
MHF10 NRECPs for the Ti2 dissociation energies, especially the
CRENBL RECP, which has an A-C-MUE of 12.5 kcal/mol.
When spherical harmonic d, f, or g functions are used, MDF2fg
has a smaller A-C-MUE value than that of MDF due to one
additional f shell and one g shell added to valence basis set, which
was recommended by Martin.38 However, the use of Cartesian
functions gets the opposite results: the AMUEs ofMDF2fg-C are
found to be larger than those of MDF-C.
The nonstandard ECP basis sets in which an ECP is simply

combined with an AE basis set usually perform very badly. This is

Table 1. C-MUE of Equilibrium Bond Length Re (Å) and
C-MUE of De (kcal/mol) of TiH and Cu2 over 11 Density
Functionals

TiH Cu2

Re De
a De

b Re De
a De

b

NCBS-DK 0 0 0 0 0 0

NCBS-NR 0.0032 1.7 1.7 0.0303 2.7 2.9

def2-TZVP (DK) 0.0019 1.0 1.0 0.0146 0.8 0.9

def2-TZVP (NR) 0.0012 0.8 0.8 0.0445 3.7 4.0

Lanl2DZ 0.0220 2.3 2.4 0.0163 1.8 1.8

ma-sc-SVP 0.0338 2.6 2.6 0.0122 13.2 13.1

MDF[Lanl2]-C 0.0035 1.0 1.0 0.0316 3.8 4.0
a De is calculated with individually optimized bond length. b De is
calculated with fixed bond length.



84 dx.doi.org/10.1021/ct200558j |J. Chem. Theory Comput. 2012, 8, 80–90

Journal of Chemical Theory and Computation ARTICLE

attributed to these AE basis sets being incomplete and not flexible
enough. The pseudovalence orbitals in ECP calculations are
different from the valence orbitals in AE calculations in shape and
size extent. The exponents of basis functions and the contraction
coefficients from an incomplete AE bases sets are therefore not
suitable for description of pseudovalence orbitals. Relatively
good results for combinations of this type are only observed
for def2-QZVP[Lanl2], where the relatively complete AE basis
set def2-QZVP is used as the valence basis set.
3.2.De of FeO, Cu2, ScH, TiH, Sc2, Fe2, and TiV+ and Ex of Ti.

Based on A-C-MUE values in Table 2 for Ti2 dissociation
energies, we selected several ECP basis sets with relatively good
performance averaged over 11 density functionals for further
tests. The criterion is that A-C-MUE in Table 2 is smaller than
10.0 kcal/mol. In addition, the MDF2fg-C and ma-sc-SVP with
relatively larger A-C-MUE values are also selected for special

interest (which will be specified in the later discussion). However
the def2-QZVP[Lanl2] and m-Lanl2DZ choices are excluded
although their A-C-MUEs are smaller than 10.0 kcal/mol. The
def2-QZVP[Lanl2] is excluded because it has the same CPU
time as def2-QZVP AE calculations but behaves worse due to the
use of an ECP. So it is not very attractive to further test this ECP
basis set. The m-Lanl2DZ is a slightly modified Lanl2DZ ECP
basis set, and its valence basis set has one more p primitive
function and different p contracted functions compared with
Lanl2DZ. This small change of valence basis sets affects the perfor-
mance only very slightly. Therefore,weonly chooseLanl2DZ for later
tests. Thus, in the rest of this section, we employ 11 ECP basis sets
(MDF[CEP]-C, Lanl2DZ(f)-C,MDF[Lanl2], MDF[Lanl2]-C,
Lanl2DZ-C, MHF-C, Lanl2DZ, MDF2fg, MDF-C, MDF2fg-C,
ma-sc-SVP) to perform DFT calculations with the same 11 density
functionals as used in section 3.1, but here we apply them to De of

Table 2. MUE (kcal/mol) over 11 Density Functionals for De of Ti2
a

Ti2 f2Ti (3F) Ti2 f 2Ti (5F)

basis function ECP RECP typeb NR-MUE C-MUE NR-MUE C-MUE A-NR-MUE A-C-MUE

cc-pV5Z-DK 9s,8p,6d,4f,3g,2h,1i DK 4.3 0.0 2.1 0.0 3.2 0.0

def2-TZVP 6s,4p,4d,1f DK 5.2 0.9 2.0 0.3 3.6 0.6

def2-QZVP 11s,6p,5d,3f,1g DK 3.4 0.9 2.6 0.5 3.0 0.7

def2-TZVP 6s,4p,4d,1f NR 0.6 3.7 0.3 2.4 0.5 3.0

ma-TZVP 7s,5p,4d,1f NR 0.5 4.0 0.2 2.1 0.3 3.0

def2-QZVP 11s,6p,5d,3f,1g NR 0.6 4.5 0.4 1.7 0.5 3.1

cc-pV5Z 9s,8p,6d,4f,3g,2h,1i NR 0.0 4.3 0.0 2.1 0.0 3.2

ma-QZVP 12s,7p,5d,3f,1g NR 0.4 4.7 0.3 1.7 0.4 3.2

MDF[CEP]-C 6s,5p,3d,1f CEP yes NR 9.6 6.8 7.9 8.5 8.7 7.6

Lanl2DZ(f)-C 3s,3p,2d,1f Los Alamos no NR 6.7 5.7 9.5 10.1 8.1 7.9

MDF[Lanl2] 6s,5p,3d,1f Los Alamos no NR 8.3 5.8 10.1 10.7 9.2 8.3

MD[Lanl2]-C 6s,5p,3d,1f Los Alamos no NR 9.9 7.1 8.9 9.5 9.4 8.3

Lanl2DZ-C 3s,3p,2d Los Alamos no NR 7.1 6.0 10.1 10.7 8.6 8.3

MHF-C 6s,5p,3d,1f MHF10 no NR 10.4 7.6 10.1 10.7 10.2 9.2

def2-QZVP[Lanl2] 11s,6p,5d,3f,1g Los Alamos no NR 8.1 12.4 7.9 6.0 8.0 9.2

Lanl2DZ 3s,3p,2d Los Alamos no NR 5.9 8.2 10.0 10.6 8.0 9.4

m-Lanl2DZ 3s,3p,2d Los Alamos no NR 6.0 8.8 9.8 10.4 7.9 9.6

MDF2fg 6s,5p,3d,2f,1g MDF10 yes NR 13.2 9.9 9.3 9.8 11.2 9.9

MDF-C 6s,5p,3d,1f MDF10 yes NR 13.6 10.2 9.2 9.8 11.4 10.0

CEP-121G[Lanl2]-C 4s,4p,3d Los Alamos no NR 13.1 9.6 9.9 10.5 11.5 10.1

MDF 6s,5p,3d,1f MDF10 yes NR 13.4 10.0 9.6 10.1 11.5 10.1

CEP-121G 4s,4p,3d CEP yes NR 13.9 10.3 9.8 10.4 11.9 10.4

CEP-121G-C 4s,4p,3d CEP yes NR 14.4 10.8 9.8 10.4 12.1 10.6

MDF2fg-C 6s,5p,3d,2f,1g MDF10 yes NR 14.8 11.2 9.5 10.1 12.1 10.7

Lanl2TZ(f) 5s,5p,3d,1f Los Alamos no NR 14.5 11.7 10.0 10.6 12.3 11.1

Lanl2TZ 5s,5p,3d Los Alamos no NR 14.9 12.0 10.3 10.9 12.6 11.4

CEP-121G[MDF]-C 4s,4p,3d MDF10 yes NR 14.9 11.3 11.1 11.7 13.0 11.5

Lanl08 5s,5p,5d Los Alamos no NR 14.9 12.1 10.4 11.0 12.7 11.6

def2-TZVP[Lanl2] 6s,4p,4d,1f Los Alamos no NR 12.8 17.1 5.5 6.1 9.1 11.6

CRENBL 7s,6p,6d CRENBL yes NR 17.2 13.6 10.8 11.4 14.0 12.5

Lanl2MB 2s,2p,1d Los Alamos no NR 10.8 9.8 19.1 20.1 15.0 15.0

ma-sc-SVP 5s,4p,2d,2f MDF10 yes NR 5.8 5.9 26.7 24.6 16.2 15.3
aThe well-known names of AE basis sets and standard combinations of ECP and valence basis sets are used. The nonstandard combinations of ECP and
basis set are denoted as “basis[ECP]”, where “basis” is the well-known name of the basis set and “ECP” is an abbreviation for the name of ECP that is
used. Lanl2 denotes small-core (10e) Los Alamos NRECP; CEP denotes CEP RECP; MDF denotes MDF10 RECP; MHF denotes MHF10 NRECP. If
Cartesian d, f, or g functions are used in calculations, a suffix “-C” is used. bThis column refers to how the valence electrons are treated; some calculations
in which they are treated relativistically are presented in the Supporting Information.
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FeO, Cu2, ScH, TiH, Sc2, Fe2, and TiV+ and Ex of Ti. For com-
parison, relativistic and nonrelativistic calculations with the def2-
TZVP AE basis set are also carried out. All the NR-MUEs and
C-MUEs of 11 ECP basis sets and of def2-TZVPAE calculations are
given respectively in Tables 3 and 4, which also includes those for
two kinds of dissociations of Ti2 from section 3.1. For each basis,
the average of MUEs over the ten cases (A-NR-MUE(10) and
A-C-MUE(10)) are calculated and shown in the last columns of

Tables 3 and 4, so that each value in the final columns of these
tables is an average over 110 data.
3.2.1. Comparison with Nonrelativistic NCBS Results.Accord-

ing to the NR-MUEs shown in Table 3, the Los Alamos NRECP
is the best ECP. The valence basis set normally designated
for use with the Los Alamos NRECP performs slightly better
when Cartesian d functions are used in calculations (Lanl2DZ-C
has a 0.4 kcal/mol smaller A-NR-MUE(10) than Lanl2DZ).

Table 3. NR-MUE (kcal/mol) for De of Diatomic Molecules and the First Excitation Energy Ex of Ti Atom Using Different ECP
and Basis Set over 11 Functionals

De of diatomic molecules

FeOa Cu2 ScHb TiHb Sc2 Fe2 Ti2
c Ti2

d TiV+ Ex of Ti A-NR-MUE(10)

NCBS-NRe 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

def2-TZVP (DK)f 2.6 2.0 0.6 2.7 1.5 6.0 5.2 2.0 1.3 3.6 2.7

def2-TZVP (NR)g 1.6 1.1 0.6 1.0 0.4 1.0 0.6 0.3 0.8 0.2 0.8

Lanl2DZ-C 4.0 3.5 1.0 1.2 1.7 5.6 7.1 10.1 4.3 1.5 4.0

Lanl2DZ(f)-C 4.2 3.6 1.0 1.5 2.1 6.5 6.7 9.5 4.3 1.4 4.1

Lanl2DZ 4.2 4.2 0.7 1.5 4.1 6.6 5.9 10.0 4.0 3.0 4.4

MDF[Lanl2] 3.7 2.4 0.8 1.5 1.7 8.4 8.3 10.1 6.6 1.2 4.5

MDF[CEP] -C 7.1 0.5 1.0 2.6 2.3 9.5 9.6 7.9 4.1 2.5 4.7

MDF[Lanl2] -C 5.3 1.1 0.9 2.6 2.1 9.4 9.9 8.9 5.2 2.7 4.8

MHF-C 7.0 1.8 1.3 2.9 3.9 9.3 10.4 10.1 6.7 2.2 5.6

MDF2fg 6.9 1.2 1.7 4.7 5.4 13.4 13.2 9.3 5.4 5.1 6.6

MDF-C 8.0 1.2 1.5 4.6 5.4 14.5 13.6 9.2 5.9 5.5 6.9

MDF2fg-C 6.9 1.8 1.5 4.7 5.8 16.1 14.8 9.5 5.3 6.1 7.2

ma-sc-SVP 3.1 16.1 1.1 4.4 3.2 13.9 5.8 26.7 2.6 12.8 8.9
a In the calculations with ECP for metals, the basis set for O is ma-TZVP. b In the calculations with ECP for metals, the basis set for H is def2-TZVP.
cTi2f 2Ti (3F). dTi2f 2Ti (5F). eNCBS-NR: nonrelativistic results with NCBS-NR basis set. NCBS-NR basis set is cc-pV5Z for all transition metals
and H atom, ma-cc-pV5Z for O atom. fRelativistic calculations with the def2-TZVP basis set. gNonrelativistic calculations with the def2-TZVP basis set.

Table 4. C-MUE (kcal/mol) forDe of DiatomicMolecules and the First Excitation Energy Ex of Ti AtomUsing Different ECP and
Basis Set over 11 Functionals

De of diatomic molecules

FeOa Cu2 ScHb TiHb Sc2 Fe2 Ti2
c Ti2

d TiV+ Ex of Ti A-C-MUE(10)

NCBS-DK e 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

NCBS-NR f 1.4 2.9 0.2 1.7 1.4 5.1 4.3 2.1 1.0 3.2 2.3

def2-TZVP (DK)g 1.8 0.9 0.5 1.0 0.2 1.5 0.9 0.3 0.8 0.4 0.8

def2-TZVP (NR)h 1.6 4.0 0.6 0.8 1.5 4.3 3.7 2.4 1.1 3.0 2.3

MDF[CEP]-C 5.7 2.7 0.9 1.2 1.2 7.1 6.8 8.5 4.7 1.4 4.0

MDF[Lanl2]-C 3.9 4.0 0.9 1.0 1.3 7.1 7.1 9.5 5.8 1.4 4.2

Lanl2DZ(f)-C 3.3 1.5 1.0 1.4 2.3 8.7 5.7 10.1 4.8 3.2 4.2

Lanl2DZ-C 3.0 1.5 0.9 1.5 2.1 8.5 6.0 10.7 4.7 3.6 4.2

MDF[Lanl2] 3.2 5.3 0.7 1.3 1.7 8.7 5.8 10.7 7.2 3.5 4.8

MHF-C 5.6 4.7 1.3 1.2 2.5 7.4 7.6 10.7 7.4 1.9 5.0

MDF2fg 5.5 1.7 1.7 2.9 4.0 9.1 9.9 9.8 6.1 1.9 5.3

Lanl2DZ 3.4 1.8 0.8 2.4 5.4 10.4 8.2 10.6 4.4 5.5 5.3

MDF-C 6.6 1.7 1.5 2.9 4.0 9.9 10.2 9.8 6.5 2.3 5.4

MDF2fg-C 5.5 1.1 1.5 3.0 4.4 11.2 11.2 10.1 6.0 2.9 5.7

ma-sc-SVP 2.4 13.1 1.0 2.6 4.3 8.9 5.9 24.6 2.7 9.6 7.5
a In the calculations with ECP for metals, the basis set for O is ma-TZVP. b In the calculations with ECP for metals, the basis set for H is def2-TZVP.
cTi2f 2Ti (3F). dTi2f 2Ti (5F). eRelativistic results with the NCBS-DK basis set. TheNCBS-DK basis set is cc-pV5Z-DK for all transitionmetals and
H atom, ma-cc-pV5Z-DK for O atom. fNonrelativistic results with the NCBS-NR basis set. The NCBS-NR basis set is cc-pV5Z for all transition metals
andH atom, ma-cc-pV5Z for O atom. gRelativistic calculations with the def2-TZVP basis set. hNonrelativistic calculations with the def2-TZVP basis set.
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By comparison of the performance of Lanl2DZ(f)-C andLanl2DZ-
C, the additional f polarization functions in valence basis set are
found to have less effect on the present investigations. MDF-
[Lanl2], which is a combination of the valence basis set originally
developed for the MDF10 RECP and the Los Alamos NRECP,
works better when using spherical harmonic d and f functions.
Lanl2DZ andMDF[Lanl2] are observed to have similar values of
A-NR-MUE(10). Thus, when the Los Alamos NRECP is used,
Lanl2DZ-C and MDF[Lanl2]-C have the smallest and largest
A-NR-MUE(10) values respectively. Altogether though, the
performance of all the ECPs is poor in this test. In particular, if
relativistic effects are not taken into account, the use of ECP basis
sets has a 5�12 times larger A-NR-MUE(10) than that of def2-
TZVP nonrelativistic AE calculations.
The relativistic effects for 3d TM metals are usually not

negligible, and they must be taken into account. For the present
tests, the relativistic effect is estimated to be up to 5 kcal/mol.
Hence, it is more important to check the performance of the 11
ECP basis sets and def2-TZVP AE basis set relative to NCBS-DK
results, i.e. to check their C-MUEs. We do this in section 3.2.2.
3.2.2. Comparison with Relativistic NCBS Results. Compar-

ison of Tables 3 and 4 shows that the A-C-MUE(10) of def2-
TZVP relativistic calculations is similar to the A-NR-MUE(10) of
def2-TZVP nonrelativistic calculations. This indicates that rela-
tivistic calculations with the def2-TZVP basis set optimized for
nonrelativistic calculations are feasible for DFT calculations of 3d
TM metals, in spite of their relatively bad performance for
arsenic. Therefore, in succeeding discussions, we will compare
the C-MUEs of ECP basis sets with those of def2-TZVP
relativistic calculations.
Again, as seen in Table 4, the CEP RECP and Los Alamos

NRECP are the two best ECPs for the present DFT study as
compared to NCBS-DK calculations. Here, because the compar-
ison is now to reference values including relativistic effects, the
relativistic CEP performs better than the Los Alamos NRECP. It
is surprising that MDF-C using the relativistic MDF10 ECP has a
larger A-C-MUE(10) thanMHF-C employing the nonrelativistic
MHF10 ECP. Overall though, the performance of the ECPs is
disappointing. In particular, Table 4 shows that A-C-MUE(10)
values of calculations employing ECP basis sets are 5�9 times
larger than the A-C-MUE(10) of def2-TZVP relativistic AE
calculations.
The ma-sc-SVP basis set is an ma-SVP basis set specially

modified for combination as a valence basis set with the MDF10
RECP, and in our recent work,4 this ECP basis set was found to
perform relatively well for arsenic; therefore, it was recom-
mended for large TM-containing arsenic systems because it is
available for all elements up to radon. We also mentioned that
one must be careful about using it because it had not been tested
systematically for 3d TM elements. According to the present
investigation, ma-sc-SVP is not a stable enough ECP basis set;
although it does perform relatively well for some cases, such asDe

of FeO, ScH, TiV+, and ground state dissociation of Ti2, it
performs very badly for De of Cu2, for the excited dissociation
limit of Ti2, and for excitation of Ti. This leads to the result that
ma-sc-SVP has the worst performance of all 11 tested ECP basis
sets in this section, and it shows why broad testing is required to
draw reliable conclusions. We note that the MDF1039 ECP used
in the ma-sc-SVP basis set for As is a multiconfiguration Dirac-
Hartree�Fock adjusted fully relativistic ECP.
3.2.2.1. De of Diatomic Molecules. All ECP basis sets for De

calculations of transition metal�metal bonds of Fe2, Ti2, and

TiV+ have very bad performance as compared to NCBS-DK
reference calculations that include the relativistic effect. How-
ever, ECP calculations work for Cu2 and Sc2. For Cu2, although
they still perform worse than def2-TZVP relativistic AE calcula-
tions, most ECP basis sets, except for MDF[Lanl2], MHF-C, and
ma-sc-SVP, give much better results than def2-TZVP nonrelati-
vistic AE calculations. MDF2fg-C is especially good for De of
Cu2, and it almost behaves as well as def2-TZVP relativistic
calculations. Its C-MUE value is only 1.1 kcal/mol, much smaller
than the error (2.9 kcal/mol) introduced by nonrelativistic
NCBS calculations. The relatively good performance of ECPs
for Cu2 can be attributed to the fully occupied d shell of Cu,
which avoids the variable s�d occupancy problem mentioned in
the second paragraph of section 1. The ECP calculations with
MDF[CEP]-C and MDF[Lanl2]-C work well for De of Sc2, for
which their C-MUEs are about 1.2 kcal/mol. Other ECP basis
sets also perform better for Sc2 than for Fe2, Ti2, and TiV+.
We note that the valence electron configuration of Sc2 (

5∑u) is
[σg

2 πu
1 πu

1 σg
1 σu

1], while the valence electron configurations
of Fe2 (

7Δu), Ti2 (
3Δg), and TiV

+ (3Δ) are respectively [σg
2 πu

2

πu
2 σg

2 δg
2 δg

1 δu
1 δu

1 πg
1 πg

1 σu
1], [σg

2 πu
2 πu

2 σg
1 δg

1],
and [σ2 π2 π2 σ1 δ1]. In the latter three cases, two degenerate
δ orbitals have different electron occupations. This implies larger
multireference character of these bonds. The accurate descrip-
tion of multireference character with DFT methods can place a
greater demand on the transferability of ECPs, as discussed in the
fourth paragraph of section 1.
The calculations employing suitable ECP basis sets for ScH

and TiH can obtain very similar results to def2-TZVP relativistic
calculations. This may result because metal�hydrogen bonding
causes less changes the electronic environment of the transition
metal atom than does bonding to other elements.
3.2.2.2. Ex of Ti. To some extent, the C-MUEs for Ex of Ti can

represent the transferability of ECPs for different s�d occupan-
cies. C-MUE values of MDF[CEP]-C and MDF[Lanl2]-C are
1.4 kcal/mol for Ex of Ti. This is a 7.5% error since the
experimental Ex of Ti is only 18.68 kcal/mol.40 The ma-sc-SVP
ECP basis set performs very badly for Ex of Ti, which explains its
large C-MUE for Ti2 dissociation to excited states of Ti atom.
The ECP basis sets which performwell for Ex of Ti gives relatively
better results for diabatic dissociation of Ti2 than for ground
dissociation.
3.3. Specific Accuracies of ECP Basis Sets for Particular

Density Functionals. According to the above results, in the four
ECPs tested for all ten cases, the CEP RECP and the Los Alamos
NRECP have been found to be relatively better ECPs, and
MDF10 and MHF10 to be relatively worse for DFT calculations
of 3d TM metals when the results are averaged over 11 density
functionals. However, we do expect that specific ECP basis sets
can be better for certain specific functionals. Our goal in this
subsection is to look for an ECP basis set that, although it is not
the best one when averaged over a diverse set of DFT methods,
works well for a given functional. Therefore, for each of the 11
functionals in the present study so far (M05,M06-L,M06, BLYP,
ωB97X-D, τHCTHhyb, G96LYP, mPWLYP, B3LYP, X3LYP,
and BPBE) and for two additional functionals (SVWN and
HSE), we also calculate the average complete unsigned deviation
(A-C-UE) for the 11 most promising ECP basis sets and for the
def2-TZVP basis set from the NCBS-DK reference values over
the ten cases tested in previous sections. For comparison, the
performance of these ECP basis sets for the HF method is also
investigated in the same way, which is particularly interesting
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since the HF method does not require NLCC, as discussed in
section 1. The calculated A-C-UEs for each functional and HF
method are shown in Table 5.
We will arrange the discussion of density functionals into three

groups. Subsection 3.3.1 considers the local spin density approx-
imation (SVWN) and four local generalized gradient approxima-
tions (GGAs, in particular BLYP, G96LYP, mPWLYP, and
BPBE). Subsection 3.3.2 considers two global-hybrid GGAs
(B3LYP and X3LYP) and two range-separated hybrid GGAs
(ωB97X-D and HSE). Subsection 3.3.3 considers one meta-
GGA (M06-L) and three hybridmeta-GGAs (τHCTHhyb,M05,
and M06).
The percentage X of Hartree�Fock exchange in each func-

tional is shown in the first row of Table 5. Note that for range-
separated functionals, X depends on interelectronic distance r12,
and for these functionals it is shown as a range, with the first number
being X at small r12 and the second number being X at large r12.
3.3.1. SVWN, HF, and GGAs. Table 5 shows that the local spin

density approximation SVWN to the exchange-correlation func-
tional is less sensitive to the choice of ECP basis sets than are any
of the other functionals tested. One main obstacle to the reliable
use of ECPs in DFT studies is that ECPs convert small-s core
regions into large-s core regions, where s is the reduced density
gradient. Most functionals depend on s, with the local spin-
density approximation being the only significant exception. Since
we find that ECPs perform much better for the local spin-density
approximation, we conclude that the s issue is one of the
dominant error sources of DFT calculations employing ECPs.
Since the local-spin density approximation is independent of s, it
is expected, on that basis, to have the same ECP requirements as
the HF method. However the last column of Table 5 shows that,
except for the MDF10 RECP, the ECPs tested here, even though
they were derived for HF methods, have even larger basis-set
incompleteness error for HF than for most density functionals.
However, we must recall that here we compare our ECP basis set
results to the nearly complete basis set limit including relativistic

effects. The HF method significantly overestimates relativistic
effects relative to DFT methods, as evidenced by their larger
A-C-UE values for cc-pV5Z nonrelativistic (NCBS-NR) calcula-
tions. This explains the much worse performance of Los Alamos
and MHF10 NRECPs, which are fitted to nonrelativistic AE
results, when compared to that of the MDF10 RECP which is
fitted to relativistic AE results. In addition, as shown in Table 5,
the A-C-UEs of def2-TZVP AE calculations using the HF
method are more than twice those of DFT methods, which
implies slower basis set convergence in HF. Hence, due to using
larger valence basis sets, the HF calculations of MDF[Lanl2]-C
and MDF[Lanl2] perform much better than those using
Lanl2DZ(f)-C, Lanl2DZ-C, and Lanl2DZ. These complications
of the HF results make it hard to compare their A-C-UEs in
Table 5 directly with those of DFT.
Therefore, we instead compare the results of the local spin

density approximation to those of GGAs, where the energy density
definitely depends on the reduced density gradient s. Although
the def2-TZVP calculations with SVWN and GGAs have similar
A-C-UEs, GGA calculations using ECP basis sets are observed to
have relatively larger basis-set incompleteness errors. Asmentioned
above, this shows that the s issue is significant. It is also noted that
Lanl2DZ(f)-C and Lanl2DZ-C ECP basis sets are preferred for
both GGAs and SVWN. MDF[CEP]-C is also reasonable for
SVWN and GGAs.
3.3.2. Hybrid GGAs. Hybrid GGAs functionals (B3LYP,

X3LYP, ωB97X-D, and HSE) have worse ECP performance
than the local spin density approximation but better performance
than GGAs. This must be due to the component of HF exchange.
The DFT exchange and correlation parts of these hybrid func-
tionals can yield reasonably accurate estimates of relativistic
effects and ensure fast basis set convergence, while the portion
of HF exchange that replaces a portion of GGA exchange reduces
the s difficulty of the GGA functionals. MDF[CEP]-C works
best for all hybrid GGAs, and it has a smaller A-C-UE value than
def2-TZVP nonrelativistic AE calculations.

Table 5. A-C-UEs (kcal/mol) over All 10 Cases for Each Density Functional and for HF

SVWN BLYP G96LYP mPWLYP BPBE τHCTHhyb B3LYP X3LYP ωB97X-D HSE M06-L M05 M06 HF

X 0 0 0 0 0 15 20 21.8 22.2�100 25�0 0 28 27

NCBS-DKa 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

NCBS-NRb 1.9 1.8 1.6 1.9 1.5 2.7 2.7 2.8 2.9 2.8 2.5 2.7 2.6 4.9

def2-TZVP (DK)c 1.1 0.7 0.7 0.6 0.8 1.1 0.7 0.7 1.1 0.9 1.0 1.4 0.4 2.9

def2-TZVP (NR)d 1.9 1.9 1.8 1.9 1.6 2.3 2.7 2.5 2.8 2.4 2.4 2.7 2.7 5.8

MDF[CEP]-C 1.9 4.1 4.6 4.0 3.5 3.7 2.1 2.0 2.4 1.7 3.6 6.6 7.4 4.2

MDF[Lanl2]-C 2.5 4.4 5.1 4.2 4.1 4.0 2.4 2.2 2.8 2.0 4.3 5.9 6.5 4.4

Lanl2DZ(f)-C 1.9 3.1 4.0 3.0 3.3 3.4 2.6 2.7 2.6 3.1 4.5 7.5 9.6 10.2

Lanl2DZ-C 2.0 3.4 3.0 3.3 3.5 3.6 2.9 3.0 3.1 3.3 4.0 7.5 9.4 10.8

MDF[Lanl2] 3.3 4.9 5.6 4.7 5.0 4.1 3.0 4.4 3.2 3.3 3.8 6.6 7.6 5.8

MHF-C 3.2 5.4 6.2 5.1 5.4 4.8 3.1 3.0 3.8 2.8 5.3 6.3 7.0 6.7

MDF2fg 3.3 5.7 6.3 5.5 5.0 6.0 4.1 3.9 4.6 3.3 5.6 5.6 5.8 2.4

Lanl2DZ 2.9 4.2 4.3 4.1 4.1 3.5 4.7 4.9 4.8 4.5 4.8 7.6 11.3 9.0

MDF-C 3.7 5.9 6.4 5.8 5.0 6.3 4.4 4.2 5.1 3.5 6.1 5.7 6.2 2.2

MDF2fg-C 3.4 6.3 6.7 6.2 5.2 6.6 4.8 4.6 5.5 3.7 5.8 5.6 5.3 1.0

ma-sc-SVP 7.5 6.5 6.4 6.4 6.7 6.8 5.8 5.7 6.5 6.1 9.6 10.2 11.9 7.2
aAll-electron relativistic results with the NCBS-DK basis set, which is cc-pV5Z-DK for all transition metals and the H atom andma-cc-pV5Z-DK for the
O atom. bAll-electron nonrelativistic results with the NCBS-NR basis set, which is cc-pV5Z for all transition metals and the H atom andma-cc-pV5Z for
the O atom. cAll-electron relativistic calculations with the def2-TZVP basis set. dAll-electron nonrelativistic calculations with the def2-TZVP basis set.
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The ωB97X-D and HSE range-separated hybrid functionals
use different amounts of HF exchange for different interelec-
tronic separation ranges. TheωB97X-D uses full HF exchange at
large electron�electron distances and uses a small fraction of
22% HF exchange at short-range. HSE is a screened-Coulomb
range-separated hybrid GGA, and it uses pure DF exchange
(0% HF exchange) at large interelectronic separation and 25%
HF exchange at short-range. Since the most important electron�
electron interactions for core electrons that are described by an
ECP are short-range interactions, although the two tested range-
separated hybrid functionals have very different HF exchange
percentages at long-range, they both behave like the two global
hybrid functionals.
3.3.3. Meta-GGA Functionals.Meta-GGA functionals not only

depend on the up and down spin densities and reduced density
gradients but also on the up and down spin kinetic energy
densities. The dependence on the kinetic energy densities makes
them behave differently with regard to using ECPs. The M06-L
meta-GGA is a local functional, but it behaves more like hybrid
GGAs than like local GGAs. The hybrid meta-GGAs calculations
(M05 andM06) with ECPs are found to have very large basis-set
incompleteness error. The MDF10 RECP, which has the worst
performance for both local and hybrid functionals, works best for
the M05 and M06 functionals. This could be partially due to
largerHF exchange. It is noted in this regard that the τHCTHhyb
hybrid meta-GGA functional with smaller HF exchange behaves
more like local GGAs.
3.4. Comparison of HF and DFT for the Use of ECPs.

Figure 1 is the plot of A-C-UE of HF method and A-C-MUE
of DFT for all ten test cases. The A-C-MUEs of DFT methods
are averaged for all 13 functionals tested in present study. As
shown in Figure 1, except for the MDF10 RECP, the HF-derived
ECPs have smaller basis-set incompleteness errors in DFT
calculations than in HF calculations, which is surprising in light of

the theoretical underpinning of the need for NLCCs in DFT (no
NLCCs are employed in the present work). As discussed in
section 3.3.1, the intrinsic error of the HF method seems to
dominate the complete error. Therefore, from the present
investigation, it is hard to tell how important the NLCC
correction is in DFT calculations.
The smallest complete mean unsigned error introduced for

DFT calculations is about 3.7 kcal/mol with an appropriate ECP
basis set, namely MDF[CEP]-C. Accuracies nearly as good
are attained with MDF[Lanl2]-C, 3.9 kcal/mol, Lanl2DZ(f)-C,
3.9 kcal/mol, and Lanl2DZ-C, 4.0 kcal/mol. However, none of
these values is as good as an all-electron def2-TZVP relativistic
(DK) calcuation, 0.9 kcal/mol, or even an all-electron def2-
TZVP nonrelativistic calculation, 2.3 kcal/mol. Since the results
in Figure 1 are in a sense the culmination summary of the paper,
they are presented in tabular form in the Supporting Information
(Table S6).

4. SUMMARY

The present work systematically investigates the performance
of ECPs and ECP basis sets in Hartree�Fock and DFT calcula-
tions of 3d transition metal species, where an ECP basis set is
defined as a valence and subvalence basis set plus an effective
core potential for a small core (for 3d transition metals, a small
core is the innermost ten electrons). The investigation starts
from calculations of two kinds of dissociation energy for Ti2 using
11 common density functionals (M05, M06-L, M06, BLYP,
ωB97X-D, τHCTHhyb, G96LYP, mPWLYP, B3LYP, X3LYP,
and BPBE). The performance of some Hartree�Fock-derived
ECP basis sets (including three relativistic ECPs and two non-
relativistic ECPs) and four popular all-electron basis sets with
relativistic or nonrelativistic treatments is evaluated by compar-
ing their predictions to what is obtained with relativistic NCBS-
DK calculations and with nonrelativistic NCBS-NR calculations,
where NCBS denotes the nearly complete basis set limit, where
DK denotes a relativistic calculation, and NR denotes a non-
relativistic one.

Based on their performance and on some special considera-
tions, eleven ECP basis sets and the def2-TZVP all-electron basis
set are chosen for further tests on the equilibrium bond dissocia-
tion energy (De) of FeO, Cu2, ScH, TiH, Sc2, Fe2, and TiV

+ and
the electronic excitation energy of Ti, using the same 11
functionals. The eleven ECP basis sets chosen for this study
are MDF[CEP]-C, Lanl2DZ(f)-C, MDF[Lanl2], MDF[Lanl2]-C,
Lanl2DZ-C, MHF-C, Lanl2DZ, MDF2fg, MDF-C, MDF2fg-C,
and ma-sc-SVP. Both relativistic and nonrelativistic calculations
are carried out with the def2-TZVP basis set. ECP calculations
(except for a couple of tests in the Supporting Information) treat
the valence electrons nonrelativistically. The general performance
of eleven ECP basis sets and the def2-TZVP all-electron DFT cal-
culations is evaluated based primarily on the average complete
mean unsigned deviations (A-C-MUE) from the NCBS-DK all-
electron relativistic results, averaged over ten cases including De of
two kinds of dissociation limits of Ti2 and over 11 functionals at first
and then over 13 functionals. The numbers mentioned below refer
to the average over 13 functionals.

The relativistic all-electron def2-TZVP DFT calculations for
3d transition metal species are found to be close to the basis-set
limit and to have an A-C-MUE error value of only 0.9 kcal/mol.
This result is qualitatively different from what we found in our
previous study4 of arsenic DFT calculations, where relativistic

Figure 1. Average complete unsigned error (A-C-UE in kcal/mol) ofHF
and average complete mean unsigned error (A-C-MUE in kcal/mol) of
DFT (averaged over 13 functionals) for ten cases, where the “errors” are
deviations as compared to the corresponding NCBS-DK reference values.
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calculations with the def2-TZVP basis set for arsenic were not
recommended. The use of ECP basis sets in DFT calculations
for 3d transition metal species gives much worse results than
def2-TZVP relativistic all-electron calculations for the density
functionals employed in the various tests. The CEP relativistic
ECP and the Los Alamos nonrelativistic ECP are, on average, the
best general ECP choices for DFT calculations, and, in particular,
the MDF[CEP]-C ECP basis set, which is a combination of the
CEP relativistic ECP and valence basis sets developed for the
MDF10 relativistic ECP, has the smallest average mean complete
unsigned error (A-C-MUE), 3.7 kcal/mol, where “complete
error” denotes the deviation from the nearly complete-basis-set
relativistic calculations for a given functional, “mean” denotes
averaging over the 13 functionals, and “average” denotes aver-
aging over the ten cases.

The main goals in using relativistic ECPs are to decrease the
size of the basis sets and to include relativistic effects in calcua-
tions in which the explicitly included electrons are still treated
nonrelativistically. The second goal cannot be considered to be
achieved satisfactorily since we find that results obtained using
relativistic ECPs are farther from the nearly complete-basis-set
relativistic limit than are polarized triple-ζ nonrelativistic all-
electron calculations. Along the same lines, it is also disappointing
that when DFT calculations are compared to nearly complete-
basis-set relativistic results with the same density functional, the
MDF10 relativistic ECP fitted to relativistic calculations has a
larger A-C-MUE than does the MHF10 nonrelativistic ECP fitted
to nonrelativistic calculations.

We also examined the question of whether some ECPs per-
form better for certain density functionals than their performance
averaged over a set of diverse density functional calcuations. To
examine this, for each of the 11 selected common density
functionals and for two additional density functionals (SVWN
and HSE), the average complete unsigned deviation (A-C-UE)
from the NCBS-DK reference values has been calculated for the
eleven ECP basis sets and for the def2-TZVP all-electron basis set
for all ten cases. For comparison, Hartree�Fock calculations are
performed in the same way. In these tests, the local spin density
approximation functional SVWN has the smallest A-C-UE error
value, which we interpret as being due to its independence of the
reduced density gradient s. GGAs (in which the energy density
depends on s) have relatively worse performance then SVWN for
the use of Hartree�Fock-derived ECPs. Both LSDA and GGAs
are local functionals, and they work best with the Lanl2DZ(f)-C
and Lanl2DZ-C ECP basis sets. The Hartree�Fock exchange
used in hybrid GGAs partially avoids the difficulty caused by the s
dependence of GGAs in ECP calculations, so that, even though
hybrid GGAs are often not recommended functionals for transi-
tion metal chemistry, the use of ECPs with this kind of density
functional introduces less basis-set incompleteness error than
with GGAs. The calculations with hybrid functionals using
appropriate ECP basis sets often show better basis set conver-
gence than def2-TZVP nonrelativistic calculations. MDF-CEP-C
and MDF[Lanl2]-C are the preferred ECP basis sets for hybrid
functionals. The average ECP basis-set-incompleteness error for
hybrid functionals calculations with the best performing ECP
basis set is ∼2 kcal/mol.

Themeta-GGA density functionals, which depend not only on
the up and down spin density and s but also on the up and down
spin kinetic energy density, show different behaviors. TheM06-L
local meta-GGA behaves more like hybrid GGAs, the τHCTHhyb
meta-hybrid GGA behaves more like local functionals as far as its

compatibility with ECPs, and the M05 and M06 hybrid meta-
GGAs have the largest errors introduced by ECPs. M05 andM06
with higher HF exchange work best with the MDF10 RECP as
does the Hartree�Fock method.

The present investigations show that different functionals
have different needs for ECP basis sets. Except for using hybrid
functionals and the local spin density approximation, the use of
ECP basis sets for 3d transition metals introduces an error of at
least 3 kcal/mol for DFT calculations compared to the nearly
complete basis set limit including the relativistic effect. Although
hybrid functionals are not recommended for transition metal
species with high multireference character, they work better with
ECPs than do local functionals and meta-GGA functionals.

DFT calculations with an ill-suited ECP basis set can lead to a
basis set error larger than 10 kcal/mol. Great caution is urged
when using Hartree�Fock-derived ECPs in either HF or DFT
studies of 3d transition metal systems. In order to get better
results, relativistic or even nonrelativisitic DFT calculations with
the def2-TZVP all-electron basis set are recommended. It is
emphasized again that the conclusions are for 3d transition
metals and that they are obtained based on comparisons to the
HF andDFT complete-basis-set limit including relativistic effects
rather than by comparison to experimental data because com-
parison to experiment makes it is hard to disentangle basis-set
incompleteness from the quality of the Hartree�Fock approx-
imation or the approximate density functional.
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ABSTRACT:Nuclear spin-induced optical rotation (NSOR) arising from the Faraday effect may constitute an advantageous novel
method for the detection of nuclear magnetization. We present first-principles nonrelativistic and relativistic, two- and four-
component, basis-set limit calculations of this phenomenon for xenon. It is observed that only by utilization of relativistic methods
may one qualitatively reproduce experimental liquid-state NSOR data. Relativistic effects lower the results by 50% as compared to
nonrelativistic values. Indeed, relativistic Hartree�Fock calculations at the four-component or exact two-component (X2C) level
account for the discrepancy between experimental results and earlier nonrelativistic theory. The nuclear magnetic shielding constant
of traditional nuclear magnetic resonance as well as the Verdet constant parametrizing optical rotation due to an external magnetic
field were also calculated. A comparison between results obtained using Hartree�Fock and density-functional theory methods at
relativistic and nonrelativistic levels, as well as coupled cluster methods at the nonrelativistic level, was carried out. Completeness-
optimized basis sets were employed throughout, for the first time in fully relativistic calculations. Full relativity decreases the Verdet
constant by 4%. X2C theory decreases the absolute value of NSOR by 10�20% as compared to the four-component data, while for
Verdet constants, the results are only slightly smaller than the fully relativistic values. For both properties, two-component
calculations decrease the computational time by roughly 90%. Density-functional methods yield substantially larger values of NSOR
than the Hartree�Fock theory or experiments. Intermolecular interactions are found to decreaseNSOR and, hence, compensate for
the electron correlation effect.

1. INTRODUCTION

Optical phenomena have been discussed in many recent
studies1�12 as novel methods for the detection of nuclear
magnetic resonance (NMR). Optical effects may be more readily
observed and carry the possibility of enhanced spatial resolu-
tion as compared to traditional radio frequency detection. These
phenomena are based on the Faraday and inverse Faraday effects.
In the Faraday effect, a magnetic field causes the plane of polar-
ization of a linearly polarized (LPL) light beam, directed along
the field, to rotate.13 The field due to spin-polarized nuclei in an
NMR sample accordingly also causes rotation in the plane of
polarization of the incident LPL, in what is called the nuclear
spin-induced optical rotation (NSOR).9 Arising from the oppo-
site phenomenon of the inverse Faraday effect, the laser-induced
NMR shift has been investigated theoretically in refs 1�8, of
which refs 6�8 report first-principles calculations of the magni-
tude of the phenomenon. It has been seen that, at least far away
from the immediate vicinity of optical resonances, the effect is far
too small to be measured. The NSOR has, however, been ob-
served experimentally for protons in liquid water and liquid 129Xe
in ref 9 and 19F in fluorocarbons in ref 12. First-principles
nonrelativistic (NR) theoretical evaluation of NSOR has been
carried out for ethanol, nitromethane, water, and urea in ref 11,
where excellent agreement with experimental results was achieved
for liquid water. Chemical distinction between different molecules
and inequivalent nuclei in the samemolecule has been predicted11

and observed,12 which implies that NSOR could provide a viable
and potentially more informative analogue to the NMR chemical
shift of traditional NMR detection. For ethanol, immense ampli-
fication of the effect was observed at laser frequencies close to
optical resonances.11 Enhanced chemical distinction between opti-
cally excited chromophores in the light-sensitive retinal model
PSB-11 was also demonstrated.11 A study regarding the intermolec-
ular interaction effects on the NSOR due to 1H and 17O nuclei
in H2O(l) has also been conducted recently,14 demonstrating a
close cancellation of the solvation and local optical field effects
for 1HSOR.

The laser-induced shift and the NSOR are calculated through
a similar third-order perturbational expression, essentially that of
molecular antisymmetric polarizability,1,2 and are easily inter-
converted.9,11 In ref 9, the experimental results for liquid 129Xe
were compared toNR theoretical values of the laser-induced shift
obtained in ref 7. A qualitative agreement was observed, but it
was subsequently realized that a factor of 2 had been neglected in
the theory of ref 7, destroying the compatibility of the results.
This implies that relativistic effects may be relevant for NSOR
in 129Xe.

The importance of relativistic effects for accurate calculations
of NSOR for heavy nuclei arises from the quantum mechanical

Received: September 12, 2011
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hyperfine operator that is involved in the antisymmetric polariz-
ability, accountable for NSOR. In addition to the demands placed
on the description of the electronic structure of the inner shells
due to the hyperfine operator, the calculation of both NSOR and
the Verdet constant (parametrizing the conventional Faraday rota-
tion due to an external magnetic field) requires accurate elec-
tronic structure also at the outskirts of the electronic cloud, as this
region is readily distorted by the external electric field, with sig-
nificant contributions to the polarizability. Basis sets of high quality
must therefore be used, which leads us to utilization of the com-
pleteness optimization15 to generate basis sets designed specifi-
cally for the basis-set limit calculation of NSOR in 129Xe.

Here, we aim to demonstrate the importance and magnitude
of relativistic effects on 129Xe NSOR in gaseous and liquid xenon
through fully relativistic (strictly true only for the one-particle
part of the molecular Hamiltonian16) four-component Dirac�
Fock (DHF) and Dirac�DFT (DDFT) calculations. 129XeSOR
has been calculated at standard visible or near-infrared laser fre-
quencies. We have also evaluated the Verdet constant for xenon
as well as, to further evaluate the basis set used, the nuclear shield-
ing constant of traditional NMR. The DHF results are compared
to relativistic, sc. exact two-component (X2C)17 data as well as
NR HF results. Relativistic and NR calculations were carried out
at the HF and density functional theory (DFT) levels, and both
the collinear and the noncollinear spin density definitions were
used in the relativistic code for the latter. NR coupled cluster
singles and doubles (CCSD) values were computed to calibrate
the performance of the DFT functionals. Novel and compact
completeness-optimized basis sets, which have been shown to pro-
duce results close to the basis-set limit formagnetic properties,8,11,15,18

were employed here in a first application to fully relativistic cal-
culations. Basis-set convergence for the nuclear shielding con-
stant in atomic 129Xe is also of present interest, as it earlier turned
out to be demanding by a Gaussian basis-set expression19�21 to
approach the numerical limiting value.22

2. THEORY

2.1. Nuclear Spin-Induced Optical Rotation. The magnetic
optical rotation angleΦ per unit of sample length l can be written
as23�25

Φ

l
¼ 1

2
ωN μ0cImÆα0

XY æ ð1Þ

where ω is the frequency of the laser beam propagating in the
laboratory Z direction, N is the number density, c denotes the
speed of light in vacuo, and Æα0æ is the ensemble-averaged,
complex antisymmetric polarizability. For an external magnetic
field B0 and nuclear spin component IK,Z along the beam

1,10

α0
XY ¼ α0ðB0Þ

XY ,ZB0 þ α0ðIKÞ
XY ,ZIK,Z þ O ðB30, I3KÞ ð2Þ

Molecular tumbling in gaseous or liquid samples leads to the iso-
tropic molecular average

Æα0
XY ,Zæ ¼

1
6 ∑ετν

εετνα
0
ετ, ν

¼ 1
3
ðα0

xy, z þ α0
yz, x þ α0

zx, yÞ ð3Þ

where εετν is the Levi�Civita symbol and (x,y,z) are coordinates
in the molecule-fixed Cartesian frame. For an atom, the three

components are equal and Æα0
XY,Zæ = α0

xy,z. α0
ετ,ν
(B0 /IK) may be cal-

culated through a third-order perturbation theoretical equation1,2

that, in the notation of quadratic response theory,6,26 is written as

α0ðB0=IKÞ
ετ, ν ¼ � ÆÆμε; μτ , h

Z=hf
ν ææω, 0 ð4Þ

with με and μτ arising from the components of the dipole moment.
In eq 4, the expression of conventional electric dipole polarizability,
α(ω) =� ÆÆμ;μææω, ismodified by a third, staticmagnetic operator h.
For optical rotation caused by an external fieldB0, this operator is the
Zeeman interaction, whereas for NSOR, h is the hyperfine interac-
tion. The relativistic perturbation operators are defined through

HZ ¼ ∑
ν
hZνB0, ν; Hhf ¼ ∑

K
∑
ν
hhfK, νIK, ν ð5Þ

for the Zeeman and hyperfine interactions, respectively, where

hZν ¼ � ce
2 ∑

Nel

i¼ 1
ðα� riOÞν ð6Þ

and

hhfK, ν ¼ � ceμ0p
4π ∑

Nel

i¼ 1

γKðα� riKÞν
r3iK

ð7Þ

Here,α is theDirac 4� 4matrix operator,Nel is the number of elec-
trons, γK is the gyromagnetic ratio of nucleus K, and riK the vector
from the nucleus K. In one-component NR theory, the familiar
orbital Zeeman (OZ) and paramagnetic nuclear spin-electron orbit
(PSO) operators11 replace the operators of eqs 6 and 7, respectively.
In the case of optical rotation caused by an external field B0,

Φ = VB0l, where the Verdet constant V is

V ¼ � 1
2
ωN μ0ce

2 1
6 ∑ετν

εετνImÆÆrε; rτ , hZνææω, 0 ð8Þ

For optical rotation arising from nuclear spins, for unit concen-
tration [] = N /NA of the polarized nuclei K,

ΦNSOR

½�l ¼ � 1
2
ωNAμ0ce

2ÆIK,Zæ
1
6 ∑ετν

εετνImÆÆrε; rτ , hhfK, νææω, 0

ð9Þ
where ÆIK,Zæ is the average spin polarization.
The NSOR and the laser-induced shift, Δ, can be related

through the equation

ΦNSOR

½�l ¼ � hωNAÆIK,Zæ
Δ

I0
ð10Þ

where I0 is the intensity of the incident, circularly polarized beam
in the inverse Faraday effect.
2.2. Completeness-Optimized Basis Sets. The concept of

completeness optimization was first introduced by Manninen
and Vaara in ref 15 as a novel method of generating high-
quality Gaussian basis sets with relatively few functions. In the
completeness-optimization scheme, energetic criteria for basis-
set generation are discarded allowing, in principle, creation of
universal (element-independent) basis sets that are systemat-
ically and economically extended for basis-set limit calculations
of a specific property. Completeness profiles presented by
Chong27 are employed. The completeness profile is defined as

YðζÞ ¼ ∑
m

ÆgðζÞjχmæ2 ð11Þ



93 dx.doi.org/10.1021/ct200636m |J. Chem. Theory Comput. 2012, 8, 91–98

Journal of Chemical Theory and Computation ARTICLE

where {χ} is a set of orthonormalized basis functions for a given
angular momentum l and g(ζ) is an arbitrary “test”Gaussian l-type
orbital (GTO) with the exponent ζ. g(ζ) is used to analyze the
completeness of {χ}, and for a complete set, the value of Y(ζ) is
equal to 1 for all ζ. Y(ζ) can be portrayed on a [log(ζ),Y(ζ)] plot,
in which case the profile of a basis set that is complete for a certain
range of ζ will create a plateau-like figure, an example of which
may be seen in the Supporting Information, where the completeness
profile for the basis set used presently is displayed. Completeness-
optimized basis sets are generated using the Kruununhaka code,28 in
which one may specify the desired exponent range [ζmin,ζmax] and
the number of GTOs. The code will then generate a primitive basis
set using these criteria, for which the measure of the deviation from
completeness15

τ ¼
Z ζmax

ζmin

½1� YðζÞ� dζ ð12Þ

will be as small as possible, resulting in a compact basis set that
will typically producemore accurate results for magnetic properties
than traditional energy-optimized basis sets of the same size.8,15,18

3. CALCULATIONS

Completeness optimization was used to generate the large-
component (LC) basis sets. The small-component (SC) basis
sets used in the relativistic calculations were obtained via restricted
kinetic balance (RKB) or unrestricted kinetic balance (URKB).16

The basis sets were obtained by first generating a set that, for the
different l values, spans the same exponent ranges as in the cv4z
basis of Dyall,29 maintaining the deviation τ from completeness
[eq 12] under 0.001. The exponent ranges were then system-
atically extended by tight and diffuse exponents, for each l value
separately, using a sufficient number of Gaussian functions to
span the desired area to high accuracy. Trial DHF calculations of
129Xe nuclear shielding and 129XeSOR were conducted, and an
exponent range that no longer significantly changed the results
was chosen as a reference. The number of exponents was then
reduced for each of the l values separately, and the basis set giving
results for the nuclear shielding constant and NSOR deviating by
under 0.5 ppm and 1%, respectively, from the reference values,
was chosen as the “co” basis set with the final composition
(35s32p24d3f). The exponents and completeness profile of this
basis set are available in the Supporting Information.

All relativistic calculations of ΦNSOR, V, and the nuclear
shielding constant σ were conducted with the Dirac30 program,
while allNRcalculationswere carried outwith theDalton program.31

Verdet constants are reported for both gaseous and liquid Xe.
The gas number density N required for the conversion of the
calculated single-atom response functions to real gas situation
was obtained through the van der Waals equation for real xenon
gas,32 which yields N = 2.58� 1025 m�3 at STP. Calculations
were done at standard UV/NIR laser frequencies using HF and
different DFT methods as well as NR CCSD. The DFT func-
tionals BLYP,33,34 B3LYP,34�36 and BHandHLYP,34,37 with in-
creasing amounts of the exact HF exchange (0%, 20%, and 50%,
respectively) were employed. The four-component relativistic
calculations of nuclear shielding were carried out using full linear
response theory, i.e., without replacing the ep branch of the res-
ponse function with the correspondingNR diamagnetic operator,
as is sometimes done in four-component theory.19,38 In addition
to four-component calculations, two-component (X2C)17 results
were also computed forΦNSOR andV. X2C values are not reported

for the nuclear shielding constant, as the diamagnetic part of the
shielding is not yet properly accounted for in the X2C scheme of
the Dirac program. Quadratic response functions were used for
HF, DFT, and CCSD, the implementations of which are covered
in refs 39, 40, and 41, respectively, for the Dalton program, and
refs 42 and 43 for the Dirac code.

The basis-set convergence of Dyall’s vxz and cvxz29,44,45 basis
set families was investigated for ΦNSOR, V, and σ with the HF
method. The effects of using either RKB or URKB for the gen-
eration of the SC basis sets was also investigated. The completeness-
optimized basis set was then used for calculations of all of the
discussed properties with the DHF, X2C (omitting σ), and NR
HFmethods to determine relativistic effects. The co basis set was
also used at the different DFT levels (at the four-component and
NR levels), for which relativistic calculations using both the non-
collinear46 and collinear definitions of the spin density were also
performed. All calculations involving the co basis were carried
out with URKB.

The effects of numerical approximations as well as the inclu-
sion and exclusion of two-electron integral classes were tested
comprehensively, but results are not given here, as the deviation
between the results wasminimal. The convergence thresholds for
the wave function and the response functions were dropped by
a factor of 10 from the Dirac defaults in separate calculations.
A convergence threshold of 1.2� 10�5 was used for the wave
function optimization, while 1.0� 10�7 was used for both linear
and quadratic response functions. A calculation using the full set
on two-electron integrals as well as calculations excluding the
small�small (SS) integrals from the response, excluding both the
SS and large�small (LS) integrals from the response, as well as a
calculation excluding the SS integrals from both the response and
wave function optimization, were also conducted. The reported
results are obtained via excluding SS integrals in the response as
well as SCF. The same approximation was found to be entirely
adequate for Verdet constants in ref 47.

4. RESULTS AND DISCUSSION

4.1. Basis-Set Convergence with Standard Sets. The basis
set convergence of the NSOR angle and the Verdet constant at
514.5 nm, as well as the nuclear shielding constant as a function
of the number of basis functions (LC functions for relativistic
results) of the Dyall basis set families is shown in Figure 1. The
DHF URKB results given by the co basis set are also displayed.
Tables S2�S4 in the Supporting Information list ΦNSOR/([]l)
and V at the different laser wavelengths, along with σ, using the
Dyall basis set families and same levels of theory as in Figure 1.
RKB results are omitted from the tables for NSOR and V, as they
are identical to the URKB values to the displayed accuracy.
Table 1 gives the number of basis functions (LC and SC) for the
Dyall and co basis sets.
As in previous studies,9,11 it is seen that the magnitude of

ΦNSOR/([]l) decreases as the laser wavelength increases. The
difference between RKB and URKB data is practically negligible
for NSOR, and dyall.vxz and dyall.cvxz results are very close to
each other, although the addition of tight functions in the cvxz
series increases NSOR slightly. The inclusion of relativity de-
creases absolute values ofΦNSOR/([]l) by roughly 15�30%. It is
seen that the results with the two Dyall basis set series are not
converged as a function of the basis set size. Furthermore, they
are monotonically increasing, away from the basis-set limit
value obtained with the presently developed co basis set. Indeed,
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augmentation of the dyall.v4z basis with diffuse d-type functions
(obtained by successively dividing themost diffuse exponent by 3)

alters the results (not shown) dramatically toward the co values.
As before,8,11 the antisymmetric polarizability responsible for
NSOR is very challenging even for high-quality basis sets desig-
ned for studying standard chemical problems.
Similarly to NSOR, the magnitude of V increases with fre-

quency, and RKB and URKB data are in practice equivalent.
Additional functions in the dyall.cvzx sets do not particularly
affect the results, which is expected, as no hyperfine operators are
involved. For the same reason, the NR results are only 3�5%
lower than the relativistic results, as the response of the valence-
only operators of V is less sensitive to changes in the description
of the atomic core region than in the case of NSOR. As in earlier
work,47 the Verdet constants are underestimated by basis sets
that lack sufficiently diffuse functions.
From Table S4 (Supporting Information), it is seen that for σ,

the use of URKB clearly improves the results and is therefore
necessary to approach the basis-set limit with sets of the size of
the Dyall basis set families. In the URKB case, the more com-
plete small-component basis set is important for the part of σ

Table 1. Number of Large-Component (LC) and
Small-Component (SC) Basis Functions in the Dyall
and co Basis Sets

SC total

basis set LC RKB URKB RKB URKB

dyall.v2z 152 177 353 329 505

dyall.v3z 191 224 447 415 638

dyall.v4z 257 298 595 555 852

dyall.cv3z 226 260 520 486 746

dyall.cv4z 338 382 763 720 1101

co 305 704 1009

Figure 1. (a) 129Xe nuclear spin optical rotation angleΦNSOR/([]l) [in
10�5 rad/(M cm)], (b) the Verdet constant V [in rad/(T m)] (both
properties at 514.5 nm), as well as (c) the nuclear shielding constant
σ [in ppm] for gaseous Xe as a function of the number of basis functions
N using the Dyall vxz and cvxz basis sets and the nonrelativistic (NR) as
well as relativistic (DHF) Hartree�Fock method. Both the restricted
and unrestricted kinetic balance (RKB and URKB, respectively) were
used for the latter. The results obtained with the co basis set (with
N = 305) are shown as horizontal lines. Due to the large offset in results,
the NR and DHF/RKB data for σ are not shown.

Table 2. 129Xe Nuclear Spin Optical Rotation ΦNSOR/([]l)
[in 10�5 rad/(M cm)] for Different Laser Wavelengths at the
Hartree�Fock Level Using the Completeness-Optimized
Basis Set co and the Fully Relativistic Four-Component
(DHF), Exact Two-Component (X2C), and Nonrelativistic
(NR) Methods (Experimental Results Are Also Given)

λ (nm) ω (au) NR X2C DHF |exptl.|a

488.8 0.0932147 �4.65 �2.30 �2.63

514.5 0.0885585 �4.05 �1.97 �2.25

532.0 0.0856454 �3.71 �1.78 �2.04 1.5 ( 0.3

589.0 0.0773571 �2.87 �1.32 �1.53

694.3 0.0656249 �1.92 �0.84 �0.99

770.0 0.0591732 �1.51 �0.64 �0.76 0.6 ( 0.1

1064.0 0.0428227 �0.74 �0.29 �0.35 0.4 ( 0.2

1319.0 0.0345439 �0.47 �0.18 �0.22
a Liquid-state experimental results from ref 9.

Table 3. Verdet Constant V [in 10�3 rad/(T m)] for Gaseous
Xe at Different Laser Wavelengths Using the Completeness-
Optimized Basis Set co and the Fully Relativistic Four-
Component (DHF), Exact Two-Component (X2C), and
Nonrelativistic (NR) Hartree�Fock Methods (Previous
Relativistic Computational and Experimental Results Are
Also Given)

λ (nm) ω (au) NR X2C DHF ref 47a |exptl.|b

488.8 0.0932147 16.53 17.31 17.23

514.5 0.0885585 14.77 15.44 15.37 15.59

532.0 0.0856454 13.73 14.35 14.28

589.0 0.0773571 11.02 11.49 11.44 12.30

694.3 0.0656249 7.77 8.09 8.06 8.15

770.0 0.0591732 6.26 6.51 6.48

1064.0 0.0428227 3.21 3.34 3.32 3.37

1319.0 0.0345439 2.08 2.15 2.15
aDHF results using the well tempered-basis set by Huzinaga augmented
with diffuse functions. Values in the table have been converted to real gas
number density. Original values obtained in ref 47 are 55.16, 28.85, and
11.91 μmin/(G cm) at ω = 0.088599, 0.065600, and 0.042823 au,
respectively, for an ideal gas. bExperimental result from ref 48.



95 dx.doi.org/10.1021/ct200636m |J. Chem. Theory Comput. 2012, 8, 91–98

Journal of Chemical Theory and Computation ARTICLE

corresponding to negative-energy excited states. In calculations
with URKB, the magnitude of σ increases by 400�500 ppm as
compared to RKB results, and the series starts to show signs of
convergence. The NR data are approximately 1400 ppm lower
than the relativistic URKB data. In contrast to the case of NSOR,
additional diffuse d functions on top of the Dyall v4z basis do not
affect σ. The best results with the Dyall basis sets are approxi-
mately 10 ppm lower than the co result and 20 ppm below the
basis-set limit of 7040 ppm.22

4.2. Four-Component, Two-Component, and NR Calcula-
tions. We turn to nearly basis-set limit calculations using our
present co basis set. Tables 2 and 3 display NSOR and the
Verdet constant as functions of the laser wavelength at the fully
relativistic four-component DHF, two-component X2C, and NR

HF levels, with the co basis set. The corresponding nuclear
shielding data are included in Table S4 (Supporting Information).
Experimental results are also reported for NSOR and V. Figure 2
illustrates |ΦNSOR/([]l)| and V, the latter for gaseous Xe. Going
from the NR calculations to full relativity decreases the absolute
value of 129XeSOR by roughly 40�50%. DHF results are in
reasonably good agreement with the experimental values taking
the error limits of the latter into account. Table 2 shows that the
good correspondence between the NR calculations of ref 7 with
experimental results discussed in ref 9 was indeed due to the
absence of a factor of 2 in the analysis of ref 7. The present
inclusion of relativity brings the results back close to the experi-
mental values. The X2C method further reduces NSOR as
compared to DHF, producing (fortuitously) a still slightly im-
proved agreement with experimental results.
For the Verdet constant, the NR results are below the DHF

data by ∼4%, whereas the X2C calculations yield slightly larger
values still. The DHF and X2C results are close to the experi-
mental48 value at λ = 589.0 nm as well as the previous computa-
tional DHF results47 obtained with an augmented well-tempered
Huzinaga basis set.
4.3. Correlation Effects with the DFT Method. Table 4 and

Tables S5 and S6 in the Supporting Information give NSOR, V,
and σ at HF and various DFT levels of theory, for both noncol-
linear and collinear treatment of the spin density in the case of
DDFT. NR CCSD results are also displayed. Figure 3 illustrates
NSOR and the Verdet constant as a function of wavelength with
the HF and DFT methods. For all properties, it is seen that the
collinear and noncollinear approaches give nearly identical results,
and the numerical values indicate that the small difference further
diminishes with increasing exact exchange admixture in the DFT
functional in the series from BLYP via B3LYP to BHandHLYP.
The increase in the amount of exact exchange leads to an overall
decrease in |ΦNSOR| toward the HF values. The DFT results
remain significantly larger than the HF results, by ∼50�100%
and 70�300% at theNR and four-component levels, respectively.
A smaller variation between the HF and DFT results is observed
for V, for which DFT leads to increases of∼10�40% and∼15�
50% at NR and relativistic levels. The DFT data are typically also
in a much greater disagreement with experimental results than
the HF results, with the exception of V at the BHandHLYP level,
which is already rather close to the experimental result. Com-
pared to NR HF, electron correlation at the NR CCSD level
increases 129XeSOR by ∼65�75%, whereas a smaller relative

Figure 2. (a) 129Xe nuclear spin optical rotation |ΦNSOR/([]l)| [in
10�5 rad/(M cm)] and (b) Verdet constant V rad/(T m)] for gaseous
Xe at different laser wavelengths using the completeness-optimized basis
set co and the fully relativistic four-component (DHF), exact two-
component (X2C), and nonrelativistic (NR) Hartree�Fock methods.
The experimental data from refs 9 and 48 are also shown.

Table 4. 129Xe Nuclear spin-induced optical rotationΦNSOR/([ ] l) [in 10
�5 rad/(M cm)] at different laser wavelengths using the

completeness-optimized basis set co with nonrelativistic (NR) as well as relativistic (Rel.) HF and different DFTmethods. Both the
non-collinear (NC) and collinear (C) spin density approaches were used for relativistic DFT. The nonrelativistic coupled-cluster
singles and doubles (CCSD) results are also given.

DFT/BLYP DFT/B3LYP DFT/BHandHLYP HF

γ (nm) ω (a.u.) NR Rel. C Rel. NC NR Rel. C Rel. NC NR Rel. C Rel. NC NR Rel. NR CCSD

488.8 0.0932147 �14.60 �11.32 �11.24 �10.70 �7.73 �7.68 �7.18 �4.54 �4.54 �4.65 �2.63 �7.65

514.5 0.0885585 �12.77 �9.86 �9.79 �9.36 �6.73 �6.68 �6.28 �3.93 �3.93 �4.05 �2.25 �6.71

532.0 0.0856454 �11.71 �9.03 �8.96 �8.59 �6.16 �6.12 �5.76 �3.59 �3.59 �3.71 �2.04 �6.17

589.0 0.0773571 �9.09 �6.96 �6.91 �6.67 �4.74 �4.71 �4.47 �2.74 �2.74 �2.87 �1.53 �4.82

694.3 0.06562496 �6.15 �4.67 �4.64 �4.52 �3.17 �3.15 �3.02 �1.82 �1.82 �1.92 �0.99 �3.28

770.0 0.0591732 �4.85 �3.67 �3.64 �3.57 �2.49 �2.48 �2.39 �1.42 �1.42 �1.51 �0.76 �2.60

1064.0 0.0428227 �2.39 �1.79 �1.78 �1.76 �1.21 �1.21 �1.17 �0.68 �0.68 �0.74 �0.35 �1.29

1319.0 0.0345439 �1.52 �1.14 �1.13 �1.12 �0.77 �0.76 �0.75 �0.43 �0.43 �0.47 �0.22 �0.82
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increase of 5% is observed for V. For both properties at the NR
level, BHandHLYP is closest to CCSD results. From the similar
behavior of NR DFT and DDFT, and from the increase in NR
|ΦNSOR| in Figure 3 upon introduction of electron correlation, it
can be conjectured that electron correlation would also increase
the absolute values of 129XeSOR at the relativistic level, taking
them further away from the experimental values. We presently
lack the computational tools for correlated ab initio magnetic
properties at the fully relativistic level. For σ, the HF and DFT
values are very similar to each other.
4.4. Comparison with Experimental Results. It was seen in

Figure 2 that inclusion of relativity brings the HF results for
NSOR close to experimental values. However, it is also evident
from Table 4 that electron correlation, also at the relativistic level
(as estimated using DDFT), again renders these results further
from the experimental ones. It seems as though our results for
129XeSOR based on isolated-atom calculations remain higher
than the experimental values. The latter were obtained in liquid
Xe, and the concentration of the atoms provides the connec-
tion of optical rotation, a bulk property, to the calculated
antisymmetric polarizability of a single atom. Atomic and molec-
ular properties change, however, when they are introduced to a
medium. It was found in ref 14 that, for 1H inwater,ΦNSOR for an
interacting molecule in the liquid phase is 14% smaller than
NSOR for a static molecule in vacuo. For the oxygen nucleus, the
NSOR is 29% smaller for interacting molecules. It is thus likely
that 129XeSOR for liquid-phase Xe would also be lower than our
in vacuo results. This was tested by performing a DHF calculation
on a 129Xe dimer at its equilibrium geometry [rXe�Xe = 4.3627 Å
(ref 49)] with the co basis set, the results of which are reported in
Table S7 of the Supporting Information. Although the co basis is
not entirely converged for the interaction effect, it can be seen
that the values of NSOR are indeed lowered by ∼35�45%.
Hence, interatomic interactions are important for 129XeSOR,
and their proper inclusion is likely to significantly improve the
agreement with experimental optical rotation in a liquid medium.

5. CONCLUSIONS

Fully relativistic calculations of the nuclear spin-induced optical
rotation at standard vis�near-IR laser frequencies were con-
ducted for 129Xe, along with computations of the Verdet constant
and nuclear shielding. Completeness optimization, a novel meth-
od for generation of basis sets that have been proven to be
successful in calculations of magnetic properties, was used for the
first time in fully relativistic calculations. The presently generated
co basis set was compared to theDyall basis set families, for which
calculations were performed using both restricted and unre-
stricted kinetic balance. The significance of relativity was evaluated
with calculations at fully relativistic four-componentDiracHartree�
Fock, exact two-component HF, and nonrelativistic HF levels
of theory. Various DFT functionals were also utilized at NR
and relativistic levels, for which both the collinear and noncol-
linear spin density approaches were examined. At the NR level,
the ab initio CCSDmethod was used as a benchmark for electron
correlation effects.

It was observed that the Dyall basis sets appear to converge to
an erroneous basis-set limit for the present, very demanding
property of NSOR. RKB and URKB give very similar results for
bothNSOR and Verdet constants. DHF and X2C results are rela-
tively similar forΦNSOR andV. The relativistic and nonrelativistic
HF Verdet constants are close to each other, with relativity add-
ing a few percent to the results, similarly to earlier observations.47

The results are close to experimental and previous DHF data. For
129XeSOR, full relativity lowers the NR results by 40�50%, while
the X2C results remain still somewhat lower than DHF values.
The inclusion of relativity is mandatory in order to reach a
qualitative agreement with recent 129XeSOR experiments on
liquid xenon. Earlier NR calculations by one of the present
authors were fortuitously successful due to a missing numerical
factor in the analysis.

All of the investigated DFT levels give larger values thanHF of
129XeSOR and the Verdet constants in both relativistic and NR

Figure 3. (a,b) 129Xe nuclear spin-induced optical rotation angle [in 10�5 rad/(M cm)] and (c,d) the Verdet constant [in rad/(Tm)] for gaseous Xe at
different laser wavelengths using the completeness-optimized basis set co and the Hartree�Fock (HF) method as well as density functional theory with
BLYP, B3LYP, and BHandHLYP functionals. Nonrelativistic results are displayed on the left (a and c), while the relativistic results are given on the right
(b and d).
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calculations. Electron correlation effects estimated via NRCCSD
calculations increase 129XeSOR and V by ca. 70% and 5%, res-
pectively. AmongDFT results, BHandHLYP values are closest to
experimental ones and, at the NR level, CCSD values, as noted
before.8 It can be concluded that while the uncorrelated DHF
values for NSOR are closer to experimental results than DDFT
data, the inclusion of electron correlation does lead to over-
estimation. These calculations weremade for a noninteracting Xe
atom, which led us to approximate the intermolecular interaction
effects by performing a calculation for a Xe dimer. The results
indicate that calculations involving interacting molecules would,
in turn, decrease NSOR as compared to isolatedmolecules, bring-
ing the values back closer to experimental ones. Hence, relati-
vistic, electron correlation, and intermolecular interaction effects
are all important for heavy-atom NSOR.
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ABSTRACT: Structures of neutral metal�dibenzene complexes, M(C6H6)2 (M = Sc�Zn), are investigated by using Møller�
Plesset second order perturbation theory (MP2). The benzene molecules change their conformation and shape upon
complexation with the transition metals. We find two types of structures: (i) stacked forms for early transition metal complexes
and (ii) distorted forms for late transition metal ones. The benzene molecules and the metal atom are bound together by δ bonds
which originate from the interaction of π-MOs and d orbitals. The binding energy shows a maximum for Cr(C6H6)2, which obeys
the 18-electron rule. It is noticeable that Mn(C6H6)2, a 19-electron complex, manages to have a stacked structure with an excess
electron delocalized. For other late transition metal complexes having more than 19 electrons, the benzene molecules are bent or
stray away from each other to reduce the electron density around a metal atom. For the early transition metals, the M(C6H6)
complexes are found to be more weakly bound than M(C6H6)2. This is because the M(C6H6) complexes do not have enough
electrons to satisfy the 18-electron rule, and so the M(C6H6)2 complexes generally tend to have tighter binding with a shorter
benzene�metal length than the M(C6H6) complexes, which is quite unusual. The present results could provide a possible
explanation of why on the Ni surface graphene tends to grow in a few layers, while on the Cu surface the weak interaction between
the copper surface and graphene allows for the formation of a single layer of graphene, in agreement with chemical vapor deposition
experiments.

Bis(η6-benzene)chromium, Cr(C6H6)2, is an 18-electron
closed-shell compound including two benzene rings with

a chromium atom at the center, which is one of the most well-
known examples of organometallic sandwich complexes. Since its
discovery by Fischer and Hafner,1 numerous experimental and
theoretical studies have been carried out to investigate how two
benzene rings and a chromium atom interact and what kind
of structure the complex forms.2�13 Cr(C6H6)2 has the two
eclipsed stacked forms of two benzene rings with the chromium
atom placed at the midpoint of the two benzene centroids. On
the basis of these studies, researchers have investigated electronic
properties of the Cr(C6H6)2 complex and the related cation
complexes for a possible use as spin trap device or for the
extension to carbon nanotubes and graphene.14�37 In addition,
other similar molecules with transition metals have been studied
for the same purpose,38�52 and the analogs such as graphene�
metal hybrid materials have been utilized for electronic devices,
biosensors, and the removal of hazardous materials.53�56 Never-
theless, the structure of the complexes of transition metals has
not been properly studied at the high level of theory yet.

For Cr(C6H6)2, theπ character of each benzene interacts with
d orbitals in the chromium atom; π-molecular orbitals (MOs) of
benzene (Bz) molecules interact with the d(xy) and d(x2 � y2)
orbitals in the chromium atom, forming the δ bond. In this
case, the π�π interaction57�68 between two benzene mole-
cules is very small because of their large separation, while the
metal�π interaction69�74 between a metal atom and benzene
molecules is dominant. Here, we investigated the structures of

bis(benzene)�first-row transition metal complexes (Bz2M; M =
Sc�Zn) using ab initio calculations. Even though there have
been many theoretical studies of Bz2M, they used only density
functional theory (DFT) methods,2,11,12,23,26,28,39,41,48,51 which
have not been well tested for the interactions between benzene
and central metal atoms. Thus, we have carried out MP2 cal-
culations using the aug-cc-pVDZ (aVDZ) and aug-cc-pVTZ
(aVTZ) basis sets. Since the highest occupied molecular orbitals
(HOMO) are doubly degenerate, the Bz2M complexes maintain
uniformly stacked structures for M = Sc�Cr. Those structures
support the 18-electron rule in organometallics. Even though
Bz2Mn has 19 electrons, it has the same structure with Bz2Cr due
to the nature of the HOMO, which diffuses the extra electron.
For Bz2M where M = Fe�Zn, the complexes cannot have well-
ordered stacking forms because of the instability caused by too
many excess electrons. Hence, two benzene molecules stray from
each other or one benzene molecule is bent, changing the
electron donation type from η6 to η4 or η2.

In order to compare the structural properties of the sandwiched
complexes (Bz2M) with those of the corresponding complexes
having only one benzene molecule (BzM), we also examined their
different natures in molecular bonding character. The critical
interaction in BzM complexes is the one between π-MOs of
benzene and d(xz) or d(yz) orbitals of the metal atom.10,33 This
type of σ-bonding itself is stronger than δ bonding; yet, the BzM
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complexes do not satisfy the 18-electron requirement because a
ligand, benzene, donates electrons from only one side. On the
other hand, two benzene molecules donate electrons, and then
π-MOs interact with a metal atom from both above and below,
satisfying the 18-electron requirement with stronger binding in
Bz2M. This results in a shorter distance between the metal atom
and the benzene centroid (dM�Bz) in the Bz2M complexes than
in the corresponding BzM ones for M = Sc�Mn, except for
Bz2Ti and Bz2Cr.

We performed ab initio calculations using the Gaussian 09
package.75 To search for low-lying energy structures, we have
dealt with several probable structures based on the structure of
Cr(C6H6)2 with point groupD6h. In order to find the proper spin
multiplicity of each metal atom in each complex, we optimized all
structures with symmetry adaptation at each defined spin multi-
plicity by using MP2 with the aug-cc-pVDZ (aVDZ) basis set
for carbon and hydrogen atoms and the CRENBL effective core
potentials (ECP)76 for transition metal atoms. The frequency
analysis was done to confirm the minimum-energy structures.
The structures were reoptimized with basis set superposition
error (BSSE) correction. The single point energy calculations
were performed at theMP2 level of theory with the aug-cc-pVTZ
(aVTZ) and CRENBL ECP basis sets. The complete basis set
limit energies77,78 were not made because of possible errors
arising from large BSSEs at the aVDZ level. We studied natural
bonding orbital (NBO) charges, binding energies (negative value
of the interaction energies: �ΔE), distances between the ben-
zene and metal atom, and frequencies of a breathing mode
(Figure 1).

’DETERMINATION OF THE MOST STABLE SPIN
CONFIGURATIONS

The possible spin multiplicities of each metal complex are
2 and 4 for Sc and Co; 1, 3, and 5 for Ti and Fe; 2, 4, and 6 for
V andMn; 1, 3, 5, and 7 for Cr; 1 and 3 for Ni; 2 for Cu; and 1 for
Zn in the complexes. In the Bz2M case, each complex has the
most stable structure in the lowest spin multiplicity. The singlet
and the triplet Fe complexes have similar energies. The spin
multiplicity of each BzM complex at the lowest energy is
dependent on the kind of metal atom: Sc, V, and Fe prefer 4, 4,

and 3, respectively, and the others prefer the lowest spin multi-
plicities (see Supporting Information).

’STRUCTURES OF BzM COMPLEXES

In the BzM complexes, geometry optimization was performed
for several different spin multiplicities. These data are summar-
ized in Table 1 (MP2/aVTZ) and in Table S1 (MP2/aVDZ) in
the Supporting Information. Several spin states of BzM (M = Sc,
Ti, Cr, Mn, and Co) show attractive interactions. The lowest spin
multiplicities exhibit stronger binding for all BzM’s except for
M = Sc, V, Mn, and Fe; for M = Sc, V, and Fe, each spin multipli-
city of 4, 4, and 3 shows stronger binding. The spinmultiplicity of
2 in BzMn shows the strongest binding at the MP2/aVDZ level,
but the spin multiplicity of 4 does at the MP2/aVTZ level. As
shown in Figure 2, the structures of BzM complexes are based on
the structure of point group C6v. Only the BzV has a bent
benzene molecule below the metal atom. Not only the shape of
benzene but also the dM�Bz’s differ from each other.

The primary interactions, which give bonding character to a
complex, are benzene π orbitals with metal d(yz), d(zx), and
d(z2) orbitals (Figure 3b 3 and 4). Other important interactions
are ones between π* orbitals (top orbitals in Figure 3a) and the
rest, two d orbitals. While those interactions lead to a bonding
property, one between the π orbital shown in the bottom of
Figure 3a and an s orbital brings out antibonding character. The
key point is that there are stabilization and destabilization of
some orbitals during the formation of the molecular orbitals
(MOs). Five d orbitals locate differently depending on a metal
atom and its spin state. In the BzSc case, a scandium atom with a
spin multiplicity of 4 has occupied frontier d(yz), d(z2), and s
orbitals, and other vacant 3d orbitals. Thus, when they form the
BzSc complex, high-lying d(xy) and d(x2 � y2) orbitals interact
with π* orbitals, which are in similar energy level, stabilizing
the complex. A similar effect is caused from the formation of 3.
On the other hand, the most stable π orbital is destabilized
by interacting with the s orbital, forming the antibonding high-
est occupied molecular orbital (HOMO), 1. This antibonding
HOMO causes relatively long distance dM�Bz, 1.92 Å. The BzTi
complex resembles the situation, but there is not a large
advantage to forming 3 or forming 1 as the HOMO. This results
in similar binding energies for BzSc and BzTi, but shorter dM�Bz

in BzTi, 1.60 Å. For BzV, a big energy loss comes from the

Figure 1. Breathing mode in Bz2M.

Table 1. MP2/aVTZ Results for the BzM Complexes

metal

point

group

spin

multiplicity

dM�Bz

(Å)

ΔE

(kcal mol�1)

NBO charge

of metals (a.u.)a

Sc C2v 4 1.923 �82.3 0.875

Ti C2v 1 1.604 �84.4 1.060

V C1 4 1.712 �37.4 0.996

Cr C3v 1 1.511 �208.7 0.697

Mn C1 2 1.887 �48.2 0.772

C1 4 1.610 �54.8 1.375

Fe C1 3 1.512 �30.8 1.239

Co C2v 2 1.503 �84.9 0.525

Ni C3v 1 1.441 �103.2 0.778

Cu C1 2 3.305 �1.9 �0.080

Zn Cs 1 3.559 �2.0 �0.045
aNBO charges are calculated at the MP2/aVDZ level.
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formation of 3, which includes destabilization of d(yz) and d(zx)
orbitals, leading to a small binding energy. All 2 and 3 orbitals
with stabilization of π*, d(zx), d(yz), and d(x2� y2) orbitals are
occupied in BzCr, and thus a benzene molecule and a chromium
atom bind strongly. Some cases such as BzMn and BzFe cannot
form bonding 2 or 3 orbitals due to a big difference in energy level
betweenπ* and d orbitals, or they fail to gain big stabilization due
to the same reason in spite of the formation of 2 and 3. A similar
effect occurs intensively in BzCu and BzZn because their valence
orbitals are fully occupied, so that extra electrons from a benzene
molecule give rise to repulsion. Despite a big energy level
difference, the Co and the Ni complexes form 2 and 3, which
give great stabilization of the π* orbitals and thus stronger
binding energies than other BzM (M = Mn, Fe, Cu, and Zn).

The above analysis explains why the dM�Bz is small for
M = Sc�Ni (1.4�1.9 Å), while the dM�Bz is large for M = Cu
and Zn (3.305 and 3.559 Å, respectively). The small dM�Bz’s are
from the bonding 2 and 3, but the large ones are from the
electron repulsion and the antibonding 1. This indicates that on
the Ni surface graphene tends to grow in a few layers, while on
the Cu surface the weak interaction between the copper surface
and graphene would lead to the formation of a single layer of

graphene, in agreement with chemical vapor deposition (CVD)
experiments.78�80 In addition, this significant difference in
π�metal interactions between different metal atoms could be
useful for ion sensing, such as conductance measurement through
carbon-based electrodes such as graphene nanoribbons.81�83

’STRUCTURES OF Bz2M COMPLEXES

In Bz2M complexes, except for Bz2Sc of point group Cs, the
symmetry is broken in all complexes. Nevertheless, the structures
of early transition metal complexes (Bz2Sc�Bz2Mn) are based
on D6h-like structures. On the other hand, the late transition
metal complexes (Bz2Fe�Bz2Zn) have structures in which two
distorted benzene rings stray away from each other (Figure 4).
Notable points in structures of the Bz2M complexes are the
dM�Bz and the shape and arrangement of benzene molecules in
each complex; while the Bz2M complexes of early transition
metals have their benzene molecules intact, as in the correspond-
ing BzM complexes, a benzene molecule in the late transition
metal complexes stray away from each other or one of them is
severely distorted, as compared to the corresponding BzM
complexes (Figures 2 and 4). This is due to the well-known
18-electron rule, which indicates that the number of electrons
from the ligands and the metal atom may be summed up toward
18 to form a stable metal complex. The ligands are two benzene
molecules here, and the metal atoms are first row transition
metals. In each Bz2M complex, one benzene ring donates six π
electrons, and a metal atom has d electrons. Thus, the total
number of electrons contributing to the bonding characters
between two benzene rings and a metal is 6 � 2 + d electrons.
Table 2 gives MP2/aVTZ results for the Bz2M complexes.

This analysis implies that in the range from Bz2Sc to Bz2Cr, d
electrons occupying bonding orbitals lead to strong interactions.
These bonding orbitals consist of π orbitals of the benzene
molecules and d(xy) and d(x2 � y2) orbitals of the metal,
resulting in δ bonding orbitals, as shown in Figure 5. This
explains why the Bz2Cr complex has the largest binding energy.
This explanation is confirmed by comparing the calculation
results of Bz2V

�, Bz2Cr
�, and Bz2Mn+; the MP2/aVDZ and

MP2/aVTZ results show that Bz2V
� (200 kcal mol�1 and not

converged) and Bz2Mn+ (242 kcal mol�1 and 241 kcal mol�1),
which are isoelectronic toBz2Cr (323 kcalmol

�1 and342 kcalmol�1),
have larger binding energies than Bz2V (173 kcal mol�1 and
193 kcal mol�1) and Bz2Mn (181 kcal mol�1 and 167 kcal mol�1),
respectively, while Bz2Cr

� (200 kcal mol�1 and 213 kcal mol�1)
has a smaller binding energy than its neutral form.

Figure 2. MP2/aVTZ predicted structures of BzM complexes.

Figure 3. π orbitals of a benzene molecule (a) and important orbitals in
BzM complexes (b).
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According to the MO analysis, it is expected that the dM�Bz

is shorter in the Bz2M than in the corresponding BzM for
M = Sc�Cr. The Bz2Ti and Bz2Cr, however, show slightly longer
dM�Bz in the Bz2M. In the BzTi, all 2 and 3 orbitals are formed
and are fully occupied, while δ bonding orbitals in Bz2Ti are only
partially occupied. Thus, even if Bz2Ti shows stronger binding
due to benzene stacking, it cannot obtain the full advantage of a
decrease in dM�Bz. It is also expected that the dM�Bz in Bz2M is
the shortest in Bz2V and Bz2Cr due to the fact that 17 and 18
electrons fully occupy the orbitals in Figure 5. However, the dM�Bz

of Bz2Cr is slightly longer than that of Bz2V, even though the
HOMO is a δ bonding orbital. This slight deviation from the dM�Bz

tendency may arise from the slightly negative charge accumu-
lated on the chromium atom due to its large electron affinity
(65 kJ mol�1) as compared with the smaller electron affinity of V
(51 kJ mol�1; Table 3). This negative charge of the metal repels the
negative charges on carbon atoms in benzene molecules.

On the other hand, despite a 19-electron environment, the
dM�Bz of Bz2Mn is the shortest among the five complexes, and
the extent of the decrease for BzMn is also large. Of course, the
structure itself is less stable than any Bz2M of early transition
metals, except for Bz2Sc, based on the small binding energy of
167 kcal mol�1 for Bz2Mn. As shown in Figure 6, a peculiar shape
of the HOMO of Bz2Mn, however, can dissipate electrons out of
the central atom, and the complex is able to mitigate the electron
repulsions. In fact, the positive NBO charge on the Mn atom in
Table 3 supports the notion that Bz2Mn dissipates electrons
effectively (the electron affinity of Mn is ∼0 kJ mol�1).

The intercalation of FeCl3 inside the bilayer has recently been
used for device fabrication.84 It would be an interesting issue

whether a single transition metal layer could be obtained inside
bilayer graphene. In this regard, the metal�dibenzene structures
could give interesting information for intercalated metal inside
bilayered graphene.

The complexes of the late transition metals would be highly
unstable if they maintain D6h-like structure because in this case
the number of electrons is larger than 18. Hence, the structures
need to be distorted; one of benzenemolecules strays so as not to
donate all 6 electrons, donating fewer electrons to the central

Figure 4. MP2/aVTZ predicted structures of the Bz2M complexes.

Figure 5. δ bonding orbitals in Bz2M complexes with point group D6h.

Table 2. MP2/aVTZ Results for the Bz2M Complexesa

metal

spin

multiplicity

dM�Bz

(dBz2M � dBzM) (Å)

ΔE

(kcal mol�1)

ΔΔE

(kcal mol�1)b
freq.

(cm�1)c

Sc 2 1.913 (�0.010) �98.2 +66.4 234

Ti 1 1.732 (+0.128) �191.0 �22.2 262

V 2 1.532 (�0.181) �192.6 �117.8 395

Cr 1 1.589 (+0.078) �341.7 +75.7 285

Mn 2 1.473 (�0.137) �167.2 �57.6 337

Fe 1 1.377 (�0.135), 2.049d �234.8 �173.1 e

Ni 1 1.743 (+0.302), 2.251d �132.7 +73.7 e

Cu 2 2.437f (�0.868), 3.672 �9.8 �6.0 e

Zn 1 3.462,g 3.448g (�0.111) �7.0 �3.0 e
aBz2Co was not optimized due to the convergence problem. bCoopera-
tive binding energy difference: ΔΔE = ΔE(Bz2M) � 2 � ΔE(BzM)
cFrequencies were calculated at the MP2/aVDZ level without BSSE
correction. dAverage distance between a metal and two nearest carbon
atoms of the upper benzene. eThe breathing mode is not defined. fAverage
distance between a metal and two nearest carbon atoms of each benzene.
gDistance between Zn and each benzene centriod.

Table 3. dM�Bz’s, Atomic Radii and NBO Charges of Metal
in Bz2M Complexes with Point Group of D6h and BzM
Complexes (M = Sc - Mn).a

metal

atomic radius of

metal atoms (Å)

dM�Bz

(dBz2M � dBzM) (Å) Bz2M BzM

Sc 2.090 1.913 (�0.010) 1.121 0.875

Ti 2.000 1.732 (+0.128) 0.829 1.060

V 1.920 1.532 (�0.180) 0.216 0.996

Cr 1.850 1.589 (+0.078) �0.076 0.697

Mn 1.790 1.473 (�0.137) 0.015 1.375
aNBO charge of metal atoms (a.u.).
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atom. Indeed, in the case of Bz2Cu, it is interesting to note that
since the interaction between Cu and Bz is very weak, the π-H
interaction85,86 is dominant between two benzene molecules,
and the structure is no longer a stacked form.

’DISPERSION INTERACTION FOR BzCu AND BzZn
COMPLEXES

Tables 1 and 2 present that Cu and Zn complexes show very
weak binding (1.9�9.8 kcal mol�1) in both BzM and Bz2M
complexes. The origin of these weak binding energies can be
deduced from the NBO charges of metals. The NBO charges of
Cu and Zn are �0.08 and �0.05, respectively, indicating that
there is no charge transfer from a metal atom to a benzene
molecule in each complex. Hence, these weak binding energies of
BzCu and BzZn are mainly due to the dispersion interaction.
Note that the dispersion interaction is overestimated at the MP2
level of theory. To clarify this problem, we further performed
the calculation at the level of coupled cluster theory with the
inclusion of single and double excitations and perturbative
inclusion of triple excitations (CCSD(T)) with aVDZ basis set
using the Molpro package87 for BzM (M = Cu and Zn). The
binding energies with BSSE correction are 1.3 kcal mol�1 for
BzCu and1.0 kcalmol�1 for BzZn at the level of CCSD(T)/aVDZ.
Note that the MP2/aVTZ calculation results give 1.9 and
2.0 kcal mol�1 for BzCu and BzZn, respectively. Hence, in these
cases, the MP2 level of theory gives a slightly overestimated
dispersion interaction in comparison with the CCSD(T) level of
theory.

In summary, we carried out a systematic study of Bz2M
complexes as compared with the corresponding BzM complexes.
The results show sandwich structures for early transition metal
complexes, while such sandwich structures are broken for late
transition metal ones. The dM�Bz in Bz2M with doubly degene-
rate δ bonding orbitals tends to decrease from M = Sc to M = V.
It is quite interesting that even though the second coordination
generally gives a longer coordination distance with smaller co-
ordination energy than the first coordination, the present second
coordination gives a shorter coordination distance with a larger
coordination energy for the early transition metals because of
the 18-electron rule. Unlike the Bz2Cr, which gives some excep-
tion due to the negative NBO charge of Cr, the Bz2Mn results
in decreased dM�Bz because of the diffuse HOMO. Structures
of Bz2M for late transition metals are distorted to avoid the
instability caused by too many electrons around the central metal
atom. As one of the two benzene molecules donates fewer
electrons to a central atom, the whole structure is better
stabilized. The present results provide a possible explanation of
why graphene tends to grow in a few layers on the Ni surface,
while on the Cu surface the weak interaction between the copper

surface and graphene allows for the formation of a single layer of
graphene, in agreement with CVD experiments.
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Eigensystem Representation of the Electronic Susceptibility Tensor
for Intermolecular Interactions within Density Functional Theory
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ABSTRACT:We present an efficient implementation of the electronic susceptibility tensor within density functional theory. The
susceptibility is represented bymeans of its eigensystem, which is computed using an iterative Lanczos diagonalization technique for
the susceptibility tensor within density functional perturbation theory.We show that a representation in a finite basis of eigenstates is
sufficiently accurate to compute the linear response of the electronic density to external potentials. Once the eigensystem
representation is computed, the actual response computation can be done at very low computational cost. The method is applied to
the water molecule in a dipole field as a benchmark system. The results illustrate the potential of the approach for the first-principles
calculation of supramolecular interactions in complex disordered systems in the condensed phase.

1. INTRODUCTION

Most spectroscopic techniques in physics and chemistry mea-
sure the response of the investigated system to an external field,
that is, an external modification of the environmental situation.
More specifically, optical spectroscopies use an electric field,
while magnetic resonance spectroscopies work on the basis of a
magnetic field. In many cases, the response of the system is
primarily of electronic nature, meaning that the electrons in the
system change their quantum state. This change in state then
emits or absorbs, for example, radiation, which in turn is mea-
sured by the experiment.

In many cases, the external field is small as compared to the
typical electronic energy spectrum, in particular excitation en-
ergies. In such cases, it is possible to consider the external field as
a small perturbation, and within the context of quantummechan-
ics, perturbation theory can be applied to determine the linear
response of the electronic subsystem to the perturbation. In this
framework, the induced change in the electronic orbitals is
assumed to be proportional to the strength of the external field.
Within the framework of first-principles electronic structure
theories, in particular density functional theory (DFT1�3), this
linearity also applies to the electronic density, giving rise to
density functional perturbation theory.4�7

It is straightforward to show (see section 3) that the linear
response of the electron density to a (nonimaginary) local
perturbation Ĥ(1) can be written as

nð1ÞðrÞ ¼
Z

dr0 χðr, r0ÞHð1Þðr0Þ ð1Þ

with a universal linear response function χ(r,r0) (independent
of Ĥ(1)). χ̂ is formally a tensor in a continuous basis and
therefore difficult to handle in practice. In this work, we have
developed an implementation similar to a very recently pub-
lished approach for the related problem of the static dielectric
matrix8�10 to approximate the susceptibility tensor by expan-
sion in its eigensystem representation. The method uses
repeated calculation of the response in eq 1 via density func-
tional perturbation theory (DFPT).11,12

It turns out that the spectrum of χ(r,r0) converges sufficiently
quickly to allow for an efficient representation of the tensor in its
finite eigensystem representation. This assumption has already
been validated by several recent studies,13�18 in which a similar
scheme was used to compute the dielectric response matrix, the
RPA correlation and self-energies, as well as optical spectra of
condensed-phase systems.

It is known that, in addition to dielectric response properties, a
perturbation theory-based Ansatz is in principle also capable of
representing supramolecular interaction energies to a very high
accuracy.19,20 In this Article, we develop the electronic linear
response approach within density functional perturbation theory
for subsequent application to a perturbative calculation of such
intermolecular interactions.

Complementary to the existing implementation by Galli
et al.,9,10,13 we specifically aim at computing interaction energies
and atomic forces between the components of supramolecular
systems, for example, complex liquids (water, ionic liquids) or
molecular crystals. Our present implementation has not yet
been optimized to tackle such systems in a black-box manner,
but our results show that the approach yields highly accurate
results. We believe that the method can be used to calculate
ab initio level interaction energies at a very low compu-
tational cost.

2. THEORY

2.1. Susceptibility Tensor with DFPT. Within DFPT,6,11,12

all relevant quantum quantities (Hamiltonian, orbitals, density)
are expanded expressed by their unperturbed and perturbed
components, for example, Ĥ = Ĥ(0) + λĤ(1). The first-order
response of the orbitals can formally be calculated by

jψð1Þ
i æ ¼ � ðĤð0Þ � Eð0Þi Þ�1PeĤ

ð1Þjψð0Þ
i æ ð2Þ

with Pe = 1� ∑j,occ|ψj
(0)æ <ψj

(0)|. Assuming that the perturbation
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Hamiltonian Ĥ(1) is local, the resulting density response is given
by eq 1 with

χðr, r0Þ ¼ �∑
N

i¼ 1
½ψ�ð0Þ

i ðrÞÆrjðĤð0Þ � Eð0Þi Þ�1Pejr0æψð0Þ
i ðr0Þ þ cc�

ð3Þ
This expression of χ(r,r0) does not provide a feasible way for its
calculation because the dimensions of χ(r,r0) are continuous and
any suitable real-space discretization would yield matrices with
dimensions too large for explicit matrix inversions. However,
from eq 3 it is apparent that χ(r,r0) is real and symmetric. Hence,
χ̂ can be expressed on the basis of its eigenstates |χζæ, defined via
χ̂|χζæ = χζ|χζæ, as

χ̂ ¼∑
ζ

jχζæχζÆχζj ð4Þ

It is important to note that in this decomposition the contribution
of the eigenstates is weighted by their eigenvalues χζ. Eigenstates
with zero eigenvalue do not contribute to the summation and can
thus be omitted. For nonmetallic systems, the spectrum {χζ} is
bound from above, because the expression (Ĥ(0)� Ei

(0))�1 in eq 2
is limited by the inverse of the HOMO�LUMO energy gap.
Hence, if the spectrum decays sufficiently fast, most of the
eigenvalues may be omitted to a good approximation; it is a valid
approximation to omit most of the eigenstates.

χ̂≈∑
Nmax

ζ

jχζæχζÆχζj ð5Þ

With this at hand, the approximate determination of χ̂ turns into
the problem of finding the eigenvectors with the corresponding
largest eigenvalues.
2.2. Lanczos Diagonalization. For the calculation of the

eigenvectors |χζæ corresponding to the largest eigenvalues χζ, we
resort to an iterative diagonalization scheme (Lanczos, see
section 3). The Lanczos method is a Krylov-space approach,
which requires the repeated application of the operator that shall
be diagonalized to a given vector |μæ. For our electronic suscep-
tibility tensor, one such application |væ = χ̂|μæ corresponds to solv-
ing the DFPT eq 2 once with μ = Ĥ(1) for ν = n(1). This operation
is hence straightforward and requires a computational effort
similar to a ground-state total energy calculation.
2.3. Polarizability. One of the physical observables closely

related to the electronic susceptibility tensor χ̂ is the electric
polarizability tensor α = dp/dE, where E is a homogeneous
electric field acting as a perturbation. The induced polarization
δp is given by

δp ¼
Z

dr rnð1ÞðrÞ ð6Þ

¼
Z

dr r
Z

dr0 χðr, r0ÞeE0 3 r
0 ð7Þ

Using the eigenstate representation of χ̂ and the first moments of
its eigenstates βμ,ζ =

R
dr χζ(r)rμ gives

αμν ¼ ∑
ζ

χζe
Z

dr χζðrÞrμ
Z

dr0 χζðr0Þr
0
ν ð8Þ

¼ ∑
ζ

χζeβμ, ζβv, ζ ð9Þ

Thus, the electric polarizability α can be computed directly from
the susceptibility eigenfunctions and can therefore serve as a
perfect tool measure for the convergence analysis for the finite
expansion eq 5.

3. IMPLEMENTATION

3.1. Lanczos Algorithm. Formally, the numerical problem to
solve is the determination of the eigenvectors with the largest
eigenvalues of an unknown Hermitian matrix A with only its
action on a vector available. This matrixA is not known explicitly,
but only by its action on a given vector. In this work, this
diagonalization task is done using the Hermitian Lanczos algo-
rithm. It is an iterative method to obtain approximate eigenvec-
tors, and the corresponding orthogonal projection Bm∈Cm�m of
a Hermitian matrix A ∈ Cn�n with m, n uses Krylov subspaces
K m to iteratively create the needed subspace needed for the
orthogonal projection.21,22

The implemented version of the algorithm is
• Choose v1 with |v1| = 1. Set β1 = 0, v0 = 0.
• Iterate for j = 1, 2, ..., m

~wj ¼ Avj ð10Þ

αj ¼ ~wj 3 vj ð11Þ

wj ¼ P̂~wj ð12Þ

βjþ1 ¼ jwjj ð13Þ

vjþ1 ¼ wj=βjþ1 ð14Þ

The orthonormalization P̂ in eq 12 is performed with
respect to all vectors already found. With exact arithmetics,
only the first two vectors would be sufficient.
The calculated vectors vj form an orthonormal basis
Vm = [v1, v2, ..., vm], and the resulting orthogonal projec-
tion matrix Bm = Vm

†AVm has the desirable properties of
being real, tridiagonal, and symmetric. The calculated coeffi-
cients αj and βj are its diagonal and off-diagonal elements,
respectively. Because m , n, the diagonalization of the
Rayleigh�Ritz procedure is numerically feasible and can
be done with, for example, a QR-decomposition with
scaling that scales as O (m2). The resulting eigenvectors uj
of Bm are called Ritz vectors and contain the coefficients for
the approximate expansion of the original eigenvectors of
the matrix A in the basis Vm. The approximate eigenvectors
are calculated ordered by the absolute value of their
corresponding eigenvalues as desired for their application
in this context. The Lanczos algorithm yields the approx-
imate eigenvectors in the order of decreasing eigenvalues.
This means that the extremal part of the spectrum is
obtained first, which fits the idea of the representation
according to eq 5.

3.2. Underlying Electronic Hamiltonian. The concepts pre-
sented so far are general and independent of the electronic
structure method chosen. In this work, we use DFT and obtain
the response in eq 1 via density functional perturbation theory12

in the implementation framework of the CPMD software.23 We
use separable norm-conserving pseudopotentials,24 the BLYP
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gradient corrections functionals, and a PW cutoff of 70 Ry with
simple cubic system symmetry. The cell sizes are 7 Å for isolated
atoms and 10 Å for molecular systems.
3.3. Convergence.Mathematically speaking, the choice of the

initial vector determines the shape and the maximum dimension
of the calculated Krylov subspaces, that is, also the number of
possible iterations m. Ideally, the start vector should be a linear
combination of all relevant eigenvectors, that is, all eigenvectors
with significantly nonzero eigenvalue. In our particular case of the
electronic susceptibility tensor, we have found that the electronic
ground-state density shifted by q/Ω (with q =

R
Ωdr F(r)) is

sufficient as an initial vector a good choice. However, the impact
of nonexact arithmetics effectively increases the maximum
dimension and reduces the sensitivity of the method to the
initial conditions.
At any iteration of the Lanczos cycle in an actual calculation,

only a part of the Ritz vectors uj are numerically accurate
eigenvectors of A. A suitable measure for the quality of a given
uj is the absolute value of its last element ujm. This element
represents the overlap of the true eigenvector with the latest
calculated vector vm. We have verified empirically that this
convergence criterion is an excellent and reliable choice for our
purposes.
We have set the convergence criterion for the eigenvectors to

ujm e 10�5. After about 5000 Lanczos iterations, we find that
typically one-half of the resulting Ritz vectors uj can be con-
sidered as converged. This ratio remains approximately constant
also for subsequent iterations.

4. RESULTS

To illustrate the validity and the versatility of the approach, we
have applied our finite basis representation of the electric
susceptibility tensor to several complementary molecular sys-
tems. Specifically, we have computed the following:
• the three-dimensional shape of the eigenstates and decay of
the eigenvalues for isolated atoms of different elements (He,
Ne, Ar, Be, Mg) and small molecules (H2O, CH4, C2H4);

• the polarizability of H2O, CH4, C2H4, and C2H6; and
• the induced polarization of Be, H2O, CH4, and C2H4 due to
the inhomogeneous electric field of a salt ion pair Na+Cl�.

4.1. Eigenstates and Eigenvalues. To obtain an idea of the
numerical shape of the spectrum of χ̂, we have plotted the initial
eigenvalues for a set of isolated atoms and molecules in Figure 1.
For the single atoms, the convergence is stepwise with several

eigenvalues of equal or similar size. The decay of the eigenvalue
spectrum resembles that of the energy spectrum of Z/r-type
Coulomb potentials. Such Z/r potentials yield degenerate states

with characteristic symmetry properties. The eigenstates of the
susceptibility tensor turn out to exhibit very similar symmetries,
as depicted in Figure 2 for He, Ne, and Ar. The analogy to the
more familiar orbital model is obvious.
The first eigenstate of helium is spherically symmetric and

nondegenerate, whereas the 3-fold degeneracy of the second to
forth eigenstate of helium and the first three eigenstates of neon
come along with a symmetry similar to p-orbitals of the hydrogen
atom. The analogy may not be applied strictly as shows the
example of argon, where the first eigenvalue is 7-fold degenerate,
which has no trivial counterpart in the hydrogen case.
Naturally, the degeneracies observed for spherically symmetric

atoms are lifted for less symmetric molecules such as H2O or
CxHy. The eigenvalues of the latter do not show exact degen-
eracies. A selection of the first eigenstates is plotted in Figure 3.
The symmetries of the eigenstates are related to the symmetries
of the molecule. Furthermore, the parity changes with respect to
the different symmetry axes, which is relevant for the conver-
gence properties in the following. Generally, the eigenstates
exhibit different parity properties for the different molecular
symmetry axes.
The eigenstates of higher order have more complex symme-

tries. As an example, the 30th eigenstates of Be and H2O are
shown in Figure 4. The overall tendency is an increase in the
number of nodes, that is, more oscillations and steeper slopes.
Again, this is analogous to the behavior of higher orbitals in the
orbital model with higher quantum numbers.

Figure 1. First eigenvalues of the lightest closed-shell atoms and the
molecules H2O, CH4, and C2H4.

Figure 2. First eigenstates of He, Ne, and Ar. The isosurface plot is done
with Jmol using cutoffs of +0.01 (red) and �0.01 (blue).
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The quick decay of the spectrum of χ̂ is an important property
that we observed in all considered systems. It allows the trunca-
tion of the summation according to eq 5 with a moderate value
for Nmax. The asymptotic behavior of the eigenvalues is depicted
in Figure 5 and shows an algebraic decline. The difference
between Be and the molecules indicates that more complex
systems converge more slowly. To a certain extent, the decay
characteristics are determined by the total number of occupied
orbitals. This effect has already been discussed by Galli.13

Because the eigenstates have the character of a density
response, they must obey charge conservation. This means thatR
dr χν(r) ¼! 0 for all eigenstates. We have checked numerically

that this charge conservation property is fulfilled up to machine
precision of 10�14.

4.2. Polarizability. The polarizability in the presence of a
homogeneous infinitesimal electric field can be computed with
standard DFPT12 and via eq 9. In Figure 6, we illustrate the
numerical convergence of the susceptibility-based expression to
the literature value from refs 12,25. The graph shows several
plateaus, which indicates that many of the eigenstates have a
vanishing contribution to the polarizability. This is due to the
symmetry of the eigenstates with respect to the direction of
the field. If the parity of χν is even in a given direction, the
corresponding βν vanishes.
As a further benchmark, we have computed the traces of the

polarizability tensor tr(α) for the organic molecules CH4, C2H4,
and C2H6. The convergence as a function of the total number of

Figure 3. First eigenstates of H2O, CH4, and C2H4.

Figure 4. 30th eigenstate of Be and H2O.

Figure 5. Asymptotic behavior of eigenvalues. The fitting parameters
for the systems are a = (3.7, 10.1, 10.0, 9.2) and b = (�1.6, �2.5,
�2.4, �2.1) for Be, H2O, CH4, and C2H4, respectively.

Figure 6. Main diagonal elements of the polarizability tensor of H2O.
The given literature values are for DFT calculations with GGA
functional.12,25

Figure 7. Polarizability of CH4, C2H4, and C2H6. Literature values are
as in Figure 6.
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eigenstates is depicted in Figure 7. Again, the convergence
depends moderately on the number of electrons in the molecule.
Summarizing the results in this section, we conclude that the

susceptibility in its low-rank approximation in eq 5 is able to
represent the electronic polarizability tensor for our set of small
molecules to a very good accuracy.
4.3. Polarization by Finite Charges.As a first step toward the

description of intermolecular interaction, we have looked at the
polarization of a water molecule in the inhomogeneous electro-
static field of aNa+Cl� ion pair. Denoting the potential of the two
ions by H(1) := V[Na+Cl�]

Coulomb, the response of a system X
(e.g., H2O) requires the calculation of the projections χζ,[X]
of the perturbing potential on the eigenstates of the system X:

γζ, ½X,NaþCl�� :¼ Æχζ, ½X�jVCoulomb
½NaþCl��æ ð15Þ

Combining eqs 4, 1, and 15, the density response is given as

nð1Þ½X,NaþCl��ðrÞ ¼ ∑
ζ

χζ, ½X�ðrÞχζ, ½X�γζ, ½X,NaþCl�� ð16Þ

For a water molecule, the resulting coefficients γζ,[H2O,Na+Cl�]

are depicted in Figure 8a. Up to 3000 eigenstates, no particular
trend is observed. In fact, the coefficients γζ,[H2O,Na+Cl�] show a
broad scattered distribution between 10�3 and 10�6.
The contribution of a particular eigenstate in eq 16 is propor-

tional to the product of the projection coefficient and its
corresponding eigenvalue; this product is depicted in Figure 8b.
While the width of the distribution of the weighted coefficients
remains constant for the whole spectrum, the center of the
distribution decreases for large eigenstate indices ζ. However, the
decay is relatively slow, even after several thousand eigenstates.
Together with the large width of the weighted projection band,
this indicates that at the present stage of the implementation,
there is still a large part of the computational effort spent on
insignificant eigenstates. This problem is related to the mutual
symmetry properties of eigenstates and the perturbation as in the
case of the polarizability tensor.

We now want to compute the actual linear response density of
our water molecule, that is, the charge displacement due to the
field of the Na+Cl� atoms. This quantity is obtained by summing
all data points in Figure 8b. This response density is illustrated in
Figure 9, showing the shift of the electric cloud away from the
Cl� side toward the Na+ ion. Interestingly, the opposite polar-
ization is observed locally around the oxygen atom (Figure 9a).
This is a purely quantum effect, which cannot be reproduced by a
simple “polarizable charge distribution” model.
When using eq 16 to compute this charge displacement, the

sum has to be truncated. To quantify the approximation error
due to the truncation, we compare the result of eq 16 n(1)(ζ) with
the response calculated directly via DFPT nDFPT in dependency
of the truncation index ζ:

εðζÞ ¼ jnDFPT � nð1ÞðζÞj2
jnDFPTj2

ð17Þ

The asymptotic behavior of this relative error is depicted in
Figure 10. The convergence is mainly smooth rippled. The
results for the different orientations of H2O show a slight
difference, which is due to the different symmetry properties of
the eigenstates with respect to the symmetry of the perturbing

Figure 8. Projection coefficients and weighted projection coefficients of
the perturbing potential on the eigenstates of H2O.

Figure 9. Linear response densities for H2O for different orientations in
the Na+Cl� potential, calculated via DFPT (left, Cl�; right, Na+).

Figure 10. Relative error of the approximated χ̂-linear response to the
directly calculated one for Be, H2O, CH4, and C2H4.
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potential. The convergence is similar for all molecules considered
here. Only a slight dependence on the complexity of the system is
observed. Depending on this complexity, a relative error of∼1%
may be achieved from about 3000�4000 converged eigenstates.

5. CONCLUSION

We have used a finite representation of the electronic linear
susceptibility tensor for the computationally efficient calculation
of molecular interactions, in particular electrostatic polarization,
within density functional theory. Our results show that it is
possible to compute such polarization effects with arbitrary
accuracy for the response density δF(r), typically 1% when
considering about 3000 eigenstates.

The calculation of the response due to an arbitrary perturba-
tion requires only few vector multiplications and no actual wave
function optimizations. This means that the approach may be
able to achieve virtually exact DFT interaction energies at a
fraction of the computational cost. The application of actual
supramolecular systems still needs further implementation ef-
forts, which are presently underway.

’AUTHOR INFORMATION

Corresponding Author
*E-mail: daniel.sebastiani@fu-berlin.de.

Note
The authors declare no competing financial interest.

’ACKNOWLEDGMENT

We are grateful to Michele Parrinello for valuable discussions,
which initiated this project. This work was financially supported
by the Deutsche Forschungsgemeinschaft under grants Se
1008/5 and Se 1008/6.

’REFERENCES

(1) Hohenberg, P.; Kohn, W. Phys. Rev. 1964, 136, B864.
(2) Kohn, W.; Sham, L. J. Phys. Rev. 1965, 140, A1133.
(3) Jones, R. O.; Gunnarsson, O. Rev. Mod. Phys. 1989, 61, 689–746.
(4) Gonze, X. Phys. Rev. A 1995, 52, 1096.
(5) Gonze, X.; Allan, D. C.; Teter, M. P. Phys. Rev. Lett. 1992, 68,

3603.
(6) Gonze, X.; Vigneron, J. P. Phys. Rev. B 1989, 39, 13120.
(7) Giannozzi, P.; de Gironcoli, S.; Pavone, P.; Baroni, S. Phys. Rev. B

1991, 43, 7231.
(8) Hamel, S.; Williamson, A. J.; Wilson, H. F.; Gygi, F.; Galli, G.;

Ratner, E.; Wack, D. Appl. Phys. Lett. 2008, 92, 043115.
(9) Lu, D.; Gygi, F.; Galli, G. Phys. Rev. Lett. 2008, 100, 147601.
(10) Wilson, H. F.; Gygi, F.; Galli, G. Phys. Rev. B 2008, 78, 113303.
(11) Baroni, S.; de Gironcoli, S.; del Corso, A.; Giannozzi, P. Rev.

Mod. Phys. 2001, 73, 515.
(12) Putrino, A.; Sebastiani, D.; Parrinello, M. J. Chem. Phys. 2000,

113, 7102–7109.
(13) Wilson, H. F.; Lu, D.; Gygi, F.; Galli, G. Phys. Rev. B 2009, 79,

245106.
(14) Lu,D.; Nguyen, H.-V.; Galli, G. J. Chem. Phys. 2010, 133, 154110.
(15) Pham, T. A.; Li, T.; Shankar, S.; Gygi, F.; Galli, G. Appl. Phys.

Lett. 2010, 96, 062902.
(16) Rocca, D.; Lu, D.; Galli, G. J. Chem. Phys. 2010, 133, 164109.
(17) Pham, T. A.; Li, T.; Shankar, S.; Gygi, F.; Galli, G. Phys. Rev. B

2011, 84, 045308.
(18) Kang, W.; Hybertsen, M. S. Phys. Rev. B 2010, 82, 195108.

(19) Benoit, D.; Sebastiani, D.; Parrinello, M. Phys. Rev. Lett. 2001,
87, 226401.

(20) Filippone, F.; Parrinello,M.Chem. Phys. Lett.2001, 345, 179–182.
(21) Lanczos, C. J. Res. Natl. Bur. Stand. 1951, 45, 255–282.
(22) Saad, Y. Numerical Methods for Large Nonsymmetric Eigenvalue

Problems, 1st ed.; Manchester University Press: Manchester, UK, 1992;
pp 42�142.

(23) Hutter, J.; et al. Computer code CPMD, version 3.12.0; Copy-
right IBM Corp. and MPI-FKF Stuttgart, 1990�2007; http://www.
cpmd.org, accessed 4/1/2011.

(24) Goedecker, S.; Teter, M.; Hutter, J. Phys. Rev. B 1996, 54,
1703–1710.

(25) Porezag, D.; Pederson, M. R. Phys. Rev. B 1996, 54, 7830–7836.



Published: November 21, 2011

r 2011 American Chemical Society 112 dx.doi.org/10.1021/ct200704k | J. Chem. Theory Comput. 2012, 8, 112–124

ARTICLE

pubs.acs.org/JCTC

Bathochromic Shift in Green Fluorescent Protein: A Puzzle for QM/MM
Approaches
Claudia Filippi,*,† Francesco Buda,*,‡ Leonardo Guidoni,§ and Adalgisa Sinicropi*,||

†Faculty of Science and Technology and MESA+ Institute of Nanotechnology, University of Twente, P.O. Box 217, 7500 AE Enschede,
The Netherlands
‡Leiden Institute of Chemistry, Leiden University, P.O. Box 9502, 2300 RA Leiden, The Netherlands
§Dipartimento di Chimica, Ingegneria Chimica e Materiali, Universit�a dell’Aquila, Via Campo di Pile, 67100 L’Aquila, Italy

)Dipartimento di Chimica, Universit�a di Siena, Via A. De Gasperi 2, 53100 Siena, Italy

bS Supporting Information

ABSTRACT:We present an extensive investigation of the vertical excitations of the anionic and neutral forms of wild-type green
fluorescent protein using time-dependent density functional theory (TDDFT), multiconfigurational perturbation theory
(CASPT2), and quantumMonte Carlo (QMC) methods within a quantum mechanics/molecular mechanics (QM/MM) scheme.
The protein models are constructed via room-temperature QM/MM molecular dynamics simulations based on DFT and are
representative of an average configuration of the chromophore�protein complex. We thoroughly verify the reliability of our
structures through simulations with an extended QM region, different nonpolarizable force fields, as well as partial reoptimization
with the CASPT2 approach. When computing the excitations, we find that wave function as well as density functional theory
methods with long-range corrected functionals agree in the gas phase with the extrapolation of solution experiments but fail in
reproducing the bathochromic shift in the protein, which should be particularly significant in the neutral case. In particular, while all
methods correctly predict a shift in the absorption between the anionic and neutral forms of the protein, the location of
the theoretical absorption maxima is significantly blue-shifted and too close to the gas-phase values. These results point to either
an intrinsic limitation of nonpolarizable force-field embedding in the computation of the excitations or to the need to explore
alternative protonation states of amino acids in the close vicinity of the chomophore.

1. INTRODUCTION

In previous decades, the development and application of
intrinsically fluorescent proteins1 has launched a revolution in
molecular cell biology. Fluorescent proteins are routinely em-
ployed to dynamically visualize cellular processes in living
organisms and are responsible for significant advances in fluo-
rescence spectroscopy, enabling for instance bioimaging tech-
niques with subdiffraction resolution.2 Green fluorescent protein
(GFP) is the prototype of this class of proteins and, together with
its mutants, one of the most widely used fluorescent markers
in cell biology.3 Because of its technological relevance, GFP is
very well characterized experimentally and represents therefore a
perfect playground to investigate the effectiveness of commonly
used as well as novel quantum mechanics/molecular mechanics
(QM/MM) approaches.

In this paper, we employ a variety of electronic structure
approaches to compute the vertical excitations of the neutral
A and anionic B forms of wild-type GFP. These are the proto-
nation states of the chromophore responsible for the two room-
temperature absorption peaks at 398 nm (3.12 eV) and 478 nm
(2.59 eV), respectively.4 For these two forms, we construct the
protein models via room-temperature QM/MM molecular dy-
namics simulations based on density functional theory (DFT)
and thoroughly test their reliability by performing simula-
tions with extended QM regions, different nonpolarizable force
fields, and even partially relaxing the QM component with the
multiconfigurational perturbation theory (CASPT2) approach.

The absorption spectra of the neutral and anionic forms are then
computed with the use of time-dependent density functional
theory (TDDFT), CASPT2, and quantumMonte Carlo (QMC)
methods within a QM/MM scheme.

We find that, in the gas phase, wave function and density
functional methods with long-range corrected functionals agree
well with the extrapolation of solution experiments5 but, when
introducing the protein environment, do not yield the desired
bathochromic shift, which should be particularly significant in the
neutral case. In particular, we obtain theoretical excitations
between 2.8 and 3.2 eV for the B form and in the range of 3.4�
3.6 eV for the A form. Therefore, while all methods predict a shift
in the absorption between the anionic and neutral protein forms,
the location of the theoretical absorption maxima is significantly
blue-shifted and too close to the gas-phase values. Our extensive
tests on the structures indicate that the source of the problem
does not lie in the computational details of the construction
within the standard QM/MM prescription. Moreover, since the
theoretical techniques to compute the excitation spectrum
appear to be reliable in the gas phase and display an overall
agreement among each other in the protein, we also rule out that
the origin of the problem lies in our choice of QM method to
compute the excitation. Therefore, our results point at two
possible sources of error still largely unexplored, namely, that
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some amino acids in the protein have a different protonation than
commonly accepted or that the protein environment must be
described beyond nonpolarizable force fields in the computation
of the excitations.

In section 2, we describe the computational details and focus
on the construction of the protein models for the neutral A and
anionic B as well as alternative nonstandard forms. The results
for the vertical excitations are presented in section 3. Finally, we
discuss the structural models and the theoretical excitations in
section 4 and conclude in section 5.

2. METHODS AND MODELS

2.1. Computational Details. The Amber suite of programs6

in combination with the Amber 03 force field7 and the TIP3P
water model8 is used in the setup of the protein models and for
the subsequent MM equilibrations.
The CPMD code9 is used for all ab initio molecular dynamics

simulations described by quantum mechanics. The Gromos96
code10 with the Amber 03 force field is employed to describeMM
atoms within the QM/MM approach.11,12 The Kohn�Sham
orbitals are expanded in a plane-wave basis set with a kinetic
energy cutoff of 70 Ry. We employ Martins�Troullier norm-
conserving pseudopotentials13 and the Perdew, Becke, and
Ernzerhof (PBE) generalized gradient approximation for the
exchange-correlation functional.14,15 The size of the QM box is
such that the distance between periodic replicas is about 8 Å in
every direction. The annealing and the room-temperature Car�
Parrinello molecular dynamics simulations are performed with a
time step of 0.075 fs and a value of 400 au for the fictitious elec-
tronic mass in the Car�Parrinello Lagrangian.

To compute the excitation energies, we employ TDDFT, the
complete active space self-consistent field (CASSCF) method
with its perturbative extension (CASPT2), and QMC methods.
For the TDDFT and TDDFT/MM calculations, we use

the Gaussian 09 code16 with default convergence parameters.
The BLYP,17,18 B3LYP,19 CAM-B3LYP,20 LC-BLYP,21 and the
LC-ωPBE22 functionals are employed together with the aug-cc-
pVDZ basis set. The effect of using the cc-pVDZ, cc-pVTZ, and
aug-cc-pVTZ basis sets is also tested. In the TDDFT/MM
calculations, we use the Amber 99 point charges for consistency
with the CASPT2 calculations.
The complete active space calculations are performed using

MOLCAS 7.2.23 In the CASPT2 calculations, we employ the
default IPEA zero-order Hamiltonian24 unless otherwise stated and
indicate if an additional imaginary constant level shift25 is added to
theHamiltonian. In theCASPT2 calculations, we donot correlate as
many of the lowest σ orbitals as there are heavy atoms in the
molecule. For all models, we use theCholesky decomposition of the
two-electron integrals26,27 with the threshold of 10�8. Default
convergence criteria are used for all calculations. The CASPT2/
MM calculations are performed with the MOLCAS 7.2 package
coupled with a modified version of the MM package Tinker 4.2.28

The Amber 99 force field29 and TIP3P water model are employed.
The program package CHAMP30 is used for the QMC calcu-

lations. We employ scalar-relativistic energy-consistent Hartree�
Fock pseudopotentials31 where the carbon and nitrogen 1s elec-
trons are replaced by a nonsingular s-nonlocal pseudopotential
and the hydrogen potential is softened by removing the Cou-
lomb divergence. We use the Gaussian basis sets31 specifically
constructed for our pseudopotentials. In particular, we employ
the cc-pVDZ basis augmented with diffuse s and p functions32 on
the heavy atoms and denoted as D+. Different Jastrow factors are

Figure 1. Partitioning between the QM and MM regions shown for the A form of wild-type GFP. The QM/MM cuts are at the COOH�Cα bond of
Phe64 and the N�CA bond of Val68. The arrows indicate the hydrogen-link atoms between the QM and the MM. TheMM residues closest to the QM
atoms are represented with cylinders. This image is produced with VMD.37
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used to describe the correlation with different atom types, and for
each atom type, the Jastrow factor consists of an exponential of
the sum of two fifth-order polynomials of the electron�nucleus
and the electron�electron distances, respectively.33 The deter-
minant components of the ground and excited states are ob-
tained in state-average CASSCF calculations performed with the
program GAMESS(US).34 The final CAS expansions are ex-
pressed on the CASSCF natural orbitals and may be truncated
with an appropriate threshold on the configuration state func-
tions (CSF) coefficients for use in the QMC calculations. The
union of the surviving CSFs for the states of interest is kept in the
final Jastrow�Slater wave functions. The Jastrow correlation
factor and the CI coefficients are optimized by energy minimiza-
tion in a state-averaged fashion within variational Monte Carlo
(VMC).35 The pseudopotentials are treated beyond the locality
approximation,36 and an imaginary time step of 0.04 or 0.06 au is
used in the diffusion Monte Carlo (DMC) calculations. The
QMC/MM calculations are performed using the electrostatic
coupling scheme as in the QM/MM approach employed in the
CPMD code. For the starting trial wave function, CASSCF/MM
calculations are performed within GAMESS(US), and the diver-
gence of point charges at the origin is removed to resemble the
embedding scheme employed within CPMD.
2.2. ProteinModels. For all forms of GFP, the protein models

are initially equilibrated via MM simulations at room tempera-
ture. The hydrogens and water molecules are first equilibrated
while constraining the positions of the heavy atoms. Subse-
quently, aMM isothermal and isobaric simulation is performed at
300 K and 1 atm, keeping only the chromophore coordinates
fixed. Finally, the structure is refined in a simulated annealing run
within QM/MM, where the chromophore is treated quantum
mechanically and allowed to relax. The boundary between the
QM and the MM regions is set through the single COOH�Cα

bond of Phe64 and the single N�CA bond of Val68, as shown
in Figure 1. The possible protonation states of the QM chromo-
phore model are shown in Figure 2.
2.2.1. The Neutral and Anionic Forms. The starting structure

for the construction of the neutral A form is the X-ray structure38

at 1.90 Å resolution (entry 1GFL in the Protein Data Bank39).
On the basis of the most likely hydrogen-bonding configuration,
the histidine residues numbered 25, 148, 181, 199, and 217 are
protonated at their δ nitrogen while the remaining histidine
residues are protonated at their ε nitrogen. For the protonation of
the glutamic acids, particular attention is given to Glu222, which is
deprotonated in the A form and will be the proton acceptor in the
proton shuffle between the neutral and the anionic forms.
To simulate solution conditions, the protein is placed at the

center of a cubic MM simulation box surrounded by 12 Å of
water molecules in each direction. Moreover, counterions are
added to achieve physiologic conditions with a saline concentra-
tion of 0.15 M and to ensure that the cell is neutral. The total
simulation box contains around 70 000 atoms. A short isothermic
and isobaric MM equilibration at a fixed chromophore is per-
formed with a time step of 0.5 fs until the temperature fluctua-
tions are less than 5% and the density is constant within 2%. A
quenched structure is then obtained via an energy minimization
procedure. Starting from the structure obtained in the MM equi-
libration, we perform a short QM/MM run of about 1 ps at
300 K, followed by an annealing period of about 0.5 ps, where
the velocities are rescaled at each step by a factor in the range of
0.99�0.999. The temperature of the final cooled system is less
than 0.5 K.

The anionic I form is obtained by deprotonating the chromo-
phore of our equilibrated A form and adding the proton toGlu222.
A QM/MM simulated annealing procedure is then performed via
an isothermic molecular dynamics simulation followed by a velo-
city rescaling as described for the A form.
Since no crystal structure of the wild-type anionic B form is

available, the model for this form is obtained starting from the
crystallographic structure of a mutant stabilizing the anionic
chromophore with an environment believed to be close to that of
wild-type GFP in the B form. Following the theoretical work of
Nifosì and Tozzini,40 we start from the crystallographic struc-
ture41 of mutant S65T (code 1EMG in the Protein Data Bank).
This mutant differs from the wild-type structure (1GFL) for
the substitution of Ser65 with a threonine (Thr65). To restore
the wild-type structure, we simply undo this mutation by
reintroducing Ser65 and adjusting its orientation to form a
hydrogen bond with Glu222, which is now protonated. Starting
from this structure, we add 10Åofwatermolecules in each direction
and the appropriate number of counterions, leading to a system of
about 31 000 atoms. Note that the number of atoms is approxi-
mately half that of the A form, as the starting crystal structures
of the A and B forms are a dimer and a monomer, respectively. We
then proceed with the classical MM equilibration and the subse-
quent QM/MM dynamics and annealing as described for the
A form.
2.2.2. Nonstandard Forms.We also investigate the stability of

alternative protonation states of the chromophore and surround-
ing environment via additional QM/MM simulations. We test
the possible stability of a solvated hydronium in proximity of the
chromophore following the experimental suggestions of ref 42
as well as the existence of the zwitterionic and cationic forms in
the presence of a protonated and deprotonated Glu222 residue.
In these simulations, the QM region is extended to include the
anionic chromophore; the side chains of Thr203, Ser205, and
Glu222; and the five water molecules closest to the chromo-
phore. One water molecule is protonated when investigating the
stability of a hydronium.
Our simulations at room temperature indicate that a hydro-

nium is not stable. In particular, in the presence of a protonated
Glu222, the additional proton migrates to the nitrogen of the
imidazolinone ring, leading to the formation of a zwitterionic
chromophore and a neutral water. If we hypothesize that the

Figure 2. Possible protonation states of theQMchromophoremodel of
GFP: (a) neutral, (b) anionic, (c) zwitterionic, and (d) cationic.
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proton on the hydronium is originating from Glu222 and repeat
the simulation with an anionic Glu222, the proton initially
forming the hydronium migrates back to Glu222 during the
dynamics, yielding a neutral Glu222 and a water molecule.
Finally, we find that the zwitterionic form is only stable in the

presence of a protonated Glu222, while, in a doubly protonated
GFP chromophore (on the phenol and imidazolinone rings)
with a deprotonated Glu222, the proton jumps during the dynam-
ics from the nitrogen of the imidazolinone to Glu222, neutraliz-
ing the carboxyl group. Therefore, the proton shuffling between a
zwitterionic and a cationic form is not possible, while the
existence of a zwitterionic-neutral equilibrium can be postulated
only in the presence of a neutral Glu222 in both forms of the
chromophore.

3. VERTICAL EXCITATION ENERGIES

The vertical excitation energies of the A and B forms of GFP
are computed within CASPT2/MM, TDDFT/MM, and QMC/
MM on the ground-state DFT/PBE geometry equilibrated
within CPMD/Amber03. The polarization effect of the protein
environment on the excitation is accounted for by point charges
at the positions obtained in the QM/MM equilibration.
3.1. CASPT2 Results. We compute here the multistate (MS)

and single-state (SS) CASPT2 vertical excitation energies of the
neutral A and anionic B forms using the ANO-S-PVDZ basis.
For comparison, we also calculate the excitation energies of
the anionic and neutral minimal (p-HBI) and methyl-terminated
(p-HBDI) models in the gas phase using the same basis and
the DFT/BLYP geometries obtained in ref 35. All excitations
are computed using the standard IPEA Hamiltonian, and for the

CAS(16,14) expansion, we also report the excitations computed
without the IPEA shift to allow for a comparison with previous
CASPT2 calculations.
The computation of the vertical excitations of the neutral

models in the gas phase and in the protein is considerably more
problematic than the CASPT2 calculations for the anionic coun-
terparts. In Table 1, we begin with the minimal neutral model,
where we can observe signs of the complications that will become
evident in the neutral methyl-terminatedmodel. In particular, the
brightest state is no longer the second one at the CASSCF level,
and whenever the oscillator strength is non-negligible on more
than one state, we observe a marked difference between the
single- and multistate CASPT2 excitations. In fact, when increas-
ing the expansion from CAS(10,10) to CAS(12,11), the oscillator
strength decreases on the bright state and becomes non-negligible
on an additional state while the multi- and single-state excitations
differ by as much as 0.4 eV. In CAS(12,11), we cannot stabilize
the lone-pair orbital of the phenolic oxygen but must include
the nitrogen lone pair on the imidazolinone while omitting the
bonding and antibonding π orbitals on the benzene. Further
increasing the expansion to correlate all 16 π electrons in the
reference in a minimal active space appears to cure the problem.
The oscillator strength in the bright state increases, and the dif-
ference between the multi- and single-state CASPT2 excitations is
only 0.2 eVwhen the additional state with non-negligible oscillator
strength is included in the multistate calculation. Overall, we
note that the single-state CASPT2 excitation is well behaved and
displays a smooth convergence as a function of the size of the
expansion. On the contrary, the multistate excitation is particularly
sensitive to the inclusion of states other than the bright one, which
leads to a significant divergence of the single- andmultistate values
for small CAS expansions.
The CASPT2 excitations of the methyl-terminated chro-

mophore are listed in Table 2. Since the minimal and methyl-
terminated models only differ in the termination, one would
expect rather similar excitations in the two cases. This expecta-
tion appears fulfilled when inspecting the single-state CASPT2
excitations, which display a similar convergence as a function of

Table 1. CASPT2 Vertical Excitation Energies (eV) of the
Minimal Neutral Chromophore Computed with the ANO-S-
PVDZ Basis on the Ground-State DFT/BLYP Geometrya

CAS(n,m) N state osc. str. MS-PT2 SS-PT2 CASSCF |Δμ|

2,2 2 2 0.96 3.56 3.55 4.79 2.8

4,4 2 2 0.94 3.82 3.79 4.72 4.2

6,6b 3 3 0.75 3.87 4.24 5.37 5.3

8,8b 3 3 0.80 3.99 4.24 5.46 5.5

10,10b 3 3 0.86 3.99 4.06 5.44 5.3

12,11b 3 3 0.68 3.69 3.87 5.24 3.3

4 3, 4 0.72, 0.23 3.38 3.80 5.24 3.1

14,13b 4 4 0.82 3.61 3.73 5.35 3.6

5 4, 5 0.80, 0.16 3.49 3.75 5.32 3.6

16,14b 4 4 0.89 3.60 3.64 5.31 4.6

5 4 ,5 0.85, 0.15 3.49 3.67 5.27 4.5

IPEA0

16,14b 4 4 0.89 3.17 3.23 5.31 4.6
aDifferent CAS expansions of n electrons inm active π orbitals are used,
and the total number of π electrons in the reference is 16. The SA
calculations are on the lowest N roots, and the brighter states with the
corresponding CASSCF oscillator strength (osc. str.) are listed. The
standard IPEA shift is used in the multistate (MS) and single-state (SS)
CASPT2 calculations, and the CASSCF and single-state CASPT2
excitations are relative to the state with the highest oscillator strength.
We also report the CASSCF modulus of the dipole difference (|Δμ|) in
Debye. In the last line, we also list the CASPT2 excitations for the
CAS(16,14) expansion computed without IPEA shift (IPEA0). b Imag-
inary shift of 0.1 au.

Table 2. CASPT2 Vertical Excitation Energies (eV) of the
Methyl-Terminated Neutral Chromophore Computed with
the ANO-S-PVDZ Basis on the Ground-State DFT/BLYP
Geometrya

CAS(n,m) N state osc. str. MS-PT2 SS-PT2 CASSCF |Δμ|

2,2 2 2 0.94 3.46 3.46 4.82 2.2

4,4 2 2 0.95 3.72 3.70 4.78 3.4

6,6b 2 2 0.93 3.84 3.82 5.08 4.8

8,8b 3 3 0.83 4.12 4.18 5.54 4.9

10,10b 3 3 0.87 4.01 3.99 5.50 4.4

12,11b 4 3, 4 0.41, 0.26 3.06 4.13 5.18 2.5

5 3, 4 0.41, 0.25 2.92 4.15 5.20 2.8

14,13b 4 4 0.57 3.34 3.92 5.24 1.1

5 4, 5 0.57, 0.34 3.14 3.92 5.23 1.2

16,14b 4 4 0.64 3.33 3.82 5.21 1.7

5 4, 5 0.63, 0.33 3.15 3.85 5.20 2.0

IPEA0

16,14b 4 4 0.64 2.75 3.35 5.21 1.7
aThe total number of π electrons on the chromophore is 16. For the
notation, see the caption of Table 1. b Imaginary shift of 0.1 au.
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the CAS size and are only blue-shifted by 0.2 eV with respect to
the CAS(16,14) values of the minimal model. On the other hand,
the multistate excitations differ from the single-state values even
more dramatically than for the minimal model. The CAS(12,11)
expansion is over a set of orbitals with the same character as in the
minimal models and marks the appearance of a second state with
non-negligible oscillator strength while the oscillator strength of
the bright state drops to half the value of the CAS(10,10) state.
The difference between multi- and single-state CASPT2 excita-
tions is now more than 1 eV. Further increasing the size of the
CAS expansion ameliorates the situation, but correlating all π
electrons on the chromophore in a minimal CAS(16,14) is not
sufficient to reduce the difference between single- and multistate
CASPT2 results, which remains larger than 0.6 eV. Since the
presence of the methyl groups might be responsible for iper-
conjugation effects, we also correlate the electrons of the methyl
carbons by performing CAS(18,15) and CAS(20,16) calculations
over four and five states (data not shown). However, we find that
iper-conjugation plays no significant role, as the excitations of
these larger active spaces are identical to the CAS(16,14) results.
We believe that the large difference between multi- and single-

state results is due to the inability of the minimal CAS(16,14)
expansion to provide a satisfactory description of all states
included in the multistate calculation. While increasing the size
of the expansion to a minimal CAS(16,14) was sufficient to
adjust the multistate value in the minimal model, this active space
does not appear to be sufficient in the presence of methyl-
termination. Unfortunately, due to the high computational cost,
we were not able to add a sufficiently high number of virtual
orbitals in the CAS(16,14) expansion to further stabilize the
multistate results. Since the chemical behavior of the methyl-
terminatedmodel should be similar to theminimal one where the
multistate excitation approaches the single-state value for larger
expansions, we consider the single-state CASPT2 excitations to
be more reliable estimates, and we will take them as our reference
data. Moreover, it has been previously observed that large devia-
tions of themultistate CASPT2 excitations from their single-state
counterparts should be taken with caution and most likely are an
indication of the failure of the multistate approach.43,44

The CASPT2 excitations of the A form in the presence of the
MM charges are collected in Table 3. Differently from the gas-
phase models, it is always possible to obtain a bright state with a

large oscillator strength andwith excitations that are similar in the
single- and multistate calculations even though the orbitals in the
various CAS expansions closely resemble the ones in vacuo.
We note however that also for the A form we find energetically
close CASSCF minima characterized by significantly different
multi- and single-state excitations and oscillator strength spread
over many states. For instance, even for the largest CAS(16,14)
expansion, one can obtain aminimumwhere the CASSCF excita-
tion is higher by 0.5 eV and the multistate CASPT2 value as low
as 3.12 eV.
In Tables 4, 5, and 6, we report the CASPT2 excitations of the

anionic mimimal, methyl-terminated, and B-form models, re-
spectively. The behavior of the excitations is rather similar for
the three anionic models, which are characterized by a bright
state being clearly dominant and a close agreement between
the single- and multistate results. For all anionic models, the
CAS(12,11) expansion is constructed by omitting the lone-pair
orbital on the imidazolinone nitrogen and the π bonding and
antibonding orbitals on benzene.
For all models and the chemically relevant CAS(16,14)

expansion correlating all π electrons on the chromophore, we

Table 4. CASPT2 Vertical Excitation Energies (eV) of the
Minimal Anionic Chromophore Computed with the ANO-S-
PVDZ Basis on the Ground-State DFT/BLYP Geometrya

CAS(n,m) osc. str. MS-PT2 SS-PT2 CASSCF |Δμ|

2,2 1.29 2.68 2.67 3.99 0.3

4,4 1.36 2.96 2.96 3.45 1.4

6,6 1.19 2.93 2.90 3.30 2.7

8,8 1.15 2.96 2.90 3.33 3.4

10,10 1.17 2.96 2.85 3.26 4.2

12,11 1.39 2.82 2.82 3.42 1.5

14,13 1.35 2.80 2.79 3.16 1.0

16,14 1.34 2.78 2.77 3.13 0.9

IPEA0

16,14 1.35 2.57 2.56 3.13 0.9
aAll SA calculations are on the two lowest roots. For the notation, see
the caption of Table 1.

Table 5. CASPT2 Vertical Excitation Energies (eV) of the
Methyl-Terminated Anionic Chromophore Computed with
the ANO-S-PVDZ Basis on the Ground-State DFT/BLYP
Geometrya

CAS(n,m) osc. str. MS-PT2 SS-PT2 CASSCF |Δμ|

2,2 1.30 2.65 2.64 4.01 0.1

4,4 1.37 2.92 2.92 3.48 1.7

6,6 1.19 2.92 2.88 3.33 3.4

8,8 1.15 2.95 2.89 3.37 3.8

10,10 1.18 2.94 2.83 3.31 4.6

12,11 1.18 2.91 2.82 3.28 4.4

14,13b 1.35 2.79 2.78 3.18 1.4

16,14b 1.35 2.77 2.76 3.15 1.7

IPEA0

16, 14b 1.35 2.34 2.33 3.15 1.7
aAll SA calculations are on the two lowest roots. For the notation, see
the caption of Table 1. b Imaginary shift of 0.1 au.

Table 3. CASPT2/Amber99 Vertical Excitation Energies
(eV) of the A Form Computed with the ANO-S-PVDZ Basisa

CAS(n,m) N state osc. str. MS-PT2 SS-PT2 CASSCF |Δμ|

2,2 2 2 1.11 3.29 3.26 4.50 3.7

4,4 2 2 0.89 3.54 3.49 4.36 5.1

6,6 2 2 0.83 3.72 3.69 4.59 8.8

8,8 2 2 0.83 3.72 3.69 4.60 8.9

10,10b 2 2 1.03 3.56 3.53 4.52 7.5

12,11b 2 2 1.10 3.56 3.56 4.21 8.3

14,13b 2 2 0.99 3.57 3.56 4.16 9.8

16,14b 2 2 1.00 3.53 3.53 4.16 9.9

IPEA0

16,14b 2 2 1.00 3.14 3.13 4.16 9.9
aThe ground-state DFT/PBE geometry equilibrated within CPMD/
Amber03 is used. For the notation, see the caption of Table 1.
b Imaginary shift of 0.1 au.
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compute the CASPT2 excitations also without the IPEA shift and
therefore with the old definition of zero-order Hamiltonian. The
resulting excitations are significantly red-shifted by as much as
0.4�0.5 eV for all models. The only systemwhere the deviation is
smaller and equal to 0.2 eV is the minimal anionic model, which
indicates that the minimal CAS on all π electrons captures the
most relevant correlation effects for this model.
Finally, we also list the modulus of the difference between the

CASSCF dipole moments of the ground and the bright excited
state for all models and CAS expansions. The magnitude of the
dipole moment difference is closely related to the charge transfer
character of the excitation, which we estimate as the change in
the Mulliken charges induced by the excitation (see Table 1 of
Supporting Information). For the anions, the modulus of the
dipole difference of the CAS(16,14) states increases from
0.9 to 1.7 to 5.8 D when going from the minimal to the methyl-
terminated model to the B form. Correspondingly, the degree of
charge transfer from the phenolic ring to the carbon bridge
increases from the minimal to the methyl model, and the transfer
becomes then predominantly to the imidazolinone ring in the B
form. For the neutral moieties, the dipole difference decreases
from 4.6 to 1.7 D from the minimal to the methyl model and
increases to as much as 9.9 D in the A form. Differently from the
gas-phase models, the charge transfer of the A form is from the
phenolic ring mainly toward the central bridge. We note that, in
all cases, the CASSCF magnitude of the dipole moment differe-
nce is very close to the value computed within CASPT2.
3.2. TDDFT Results.We compute the TDDFT excitations of

the anionic and neutral methyl-terminated models and of the A
and B forms using the aug-cc-pVDZ basis and several exchange-
correlation functionals, namely, BLYP, B3LYP, CAM-B3LYP,
LC-BLYP, and LC-ωPBE. As shown in Table 2 of the Supporting
Information, the inclusion of augmentation yields a significantly
faster basis-set convergence for the excitations and dipole mo-
ments, and the use of the aug-cc-pVDZ gives results converged
within 0.01 eV for both the anionic and neutral states.
We collect the excitations of the neutral and anionic methyl-

terminated models in Table 7. For the anion, all functionals yield
excitation energies in the range 3.0�3.1 eV with the exception of
the generalized gradient approximation BLYP, which gives a red-
shifted value of 2.8 eV. For the neutral methyl-terminated model,
the spread of results is larger, with BLYP giving a very low

excitation energy and LC-BLYP the highest one. The use of long-
range corrected functionals yields excitation energies in the range
of 3.6�3.8 eV characterized by a larger oscillator strength and by
dipole moments rather similar to the anionic values.
As shown in Table 8, the TDDFT excitations in the protein for

the neutral A and anionic B forms follow a pattern similar to the
one in the gas-phase counterparts. The BLYP excitations are red-
shifted with respect to the values obtained with the other
functionals, and the difference is more marked for the neutral
case where the oscillator strength within BLYP is smaller and
spurious excitations appear at lower energies (not shown in the
table). Long-range corrected functionals yield excitations in the
range of 3.4�3.6 eV and of 3.1�3.2 eV for the neutral and
anionic forms, respectively. Again, the difference between the
dipole moments of the neutral and anionic forms is not very large
when employing hybrid or long-range corrected functionals. The
change in the dipole moment induced by excitation is however
generally larger in the protein environment than in the gas-phase
for both neutral and anionic moieties.
3.3. QMC Results. We compute the variational (VMC) and

diffusion Monte Carlo (DMC) excitations of the A and B forms
in the presence of the MM environment, using the D+ basis
set. In the Jastrow�Slater wave functions, we employ CASSCF
expansions expressed over natural orbitals and truncated with
appropriate thresholds on the CSF coefficients. Since the opti-
mization of the orbitals does not significantly affect the QMC
excitations of the anionic models in the gas phase,35 we only
optimize here the Jastrow and linear coefficients in energy

Table 6. CASPT2/Amber99 Vertical Excitation Energies
(eV) of the B Form Computed with the ANO-S-PVDZ Basisa

CAS(n,m) osc. str. MS-PT2 SS-PT2 CASSCF |Δμ|

2,2 1.30 2.73 2.69 4.06 1.6

4,4 1.34 2.96 2.96 3.57 4.4

6,6 1.35 2.98 2.98 3.69 4.6

8,8 1.21 3.02 2.95 3.60 6.4

10,10 1.17 2.91 2.87 3.45 6.4

12,11 1.36 2.84 2.84 3.52 5.0

14,13b 1.28 2.84 2.84 3.26 5.9

16,14b 1.30 2.82 2.82 3.20 5.8

IPEA0

16,14b 1.30 2.38 2.38 3.20 5.8
aAll SA calculations are on the two lowest roots. The ground-stateDFT/
PBE geometry equilibrated within CPMD/Amber03 is used. For the
notation, see the caption of Table 1. b Imaginary shift of 0.1 au.

Table 7. TDDFT Vertical Excitation Energies (eV) of the
Methyl-Terminated Neutral and Anionic Chromophore
Models Computed with Different Functionals and the aug-cc-
pVDZ Basis on the Ground-State DFT/BLYP Geometrya

neutral anion

functional Eexc |Δμ| Eexc |Δμ|

BLYP 3.06 (0.51) 1.3 2.79 (0.73) 2.8

B3LYP 3.33 (0.64) 0.4 2.96 (0.90) 1.7

CAM-B3LYP 3.56 (0.71) 0.6 3.05 (1.02) 1.2

LC-BLYP 3.79 (0.78) 1.0 3.10 (1.11) 1.2

LC-ωPBE 3.74 (0.75) 3.08 (1.09)
aWe also report the oscillator strength in brackets and the modulus of
the dipole difference (|Δμ|) in Debye.

Table 8. TDDFT/Amber99 Vertical Excitation Energies (eV)
of the Neutral A and Anionic B Forms Computed with
Different Functionals and the aug-cc-pVDZ Basisa

A form B form

functional Eexc |Δμ| Eexc |Δμ|

BLYP 3.07 (0.47) 3.8 2.82 (0.79) 2.6

B3LYP 3.22 (0.79) 1.5 3.00 (0.97) 1.5

CAM-B3LYP 3.42 (0.86) 2.5 3.10 (1.05) 2.0

LC-BLYP 3.61 (0.91) 3.3 3.17 (1.12) 2.8

LC-ωPBE 3.57 (0.90) 3.15 (1.11)
aWe also report the oscillator strength in brackets and the modulus of
the dipole difference (|Δμ|) in Debye. The ground-state DFT/PBE
geometry equilibrated within CPMD/Amber03 is used.
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minimization within variational Monte Carlo in a state-averaged
manner.
In Table 9, we report the VMC and DMC excitations of the

B form computed with a CAS(2,2) and a larger CAS(12,11)
expansion shown to be adequate in the convergence of the
CASPT2 excitation. We find that the excitations computed with
different CAS expansions and thresholds are equivalent within
statistical error at both the VMC and the DMC levels, and even a
simple CAS(2,2) wave function appears to be sufficient. The
more reliable DMC excitation is systematically lower than
the VMC value and close to the DMC estimate of 3.04(4) eV
for the methyl-terminated model in the gas phase.35 For the A
form, we only compute the QMC excitation with a CAS(2,2)
wave function due to difficulties in converging the CAS(12,11)
calculation within GAMESS to the same CASSCF minimum
reported in Table 3. Nevertheless, the DMC excitation obtained
with a CAS(2,2) is an indication that the DMC estimate is similar
to CASPT2 and TDDFT with long-range corrected functionals.

4. DISCUSSION

In this section, we first discuss the features of our structural
models and compare them with other simulations available in
the literature. We describe the tests we performed to investigate
the reliability of our structures with respect to the choice of
QM theoretical approach and MM force field. We also discuss
our findings on the stabilization of alternative nonstandard
protonations and of a solvated hydronium in proximity of the
chromophore.

We then focus on the relative performance of the theoretical
approaches employed to compute the vertical excitation energies
of the neutral A and anionic B forms and then discuss their
comparison with the experimental absorption spectra.
4.1. Structural Analysis of GFP Models.We discuss here the

structural features of the chromophore for the neutral and an-
ionic forms of wild-type GFP obtained in our QM/MM calcula-
tions. For the labeling of the atoms of the chromophore, we refer
the reader to Figure 3.
The structure of the chromophore is expected to play a very

important role in tuning its excited state properties. In particular,
the degree of bond-length alternation in the conjugate chain
running through the chromophore will be correlated to the size
of the excitation, which is here of π to π* character. In addition,
the local features of the binding site of the chromophore can
affect the spectral response of the chromophore by either tuning
the internal geometrical structure of the chromophore or as a
polarizing environment.

Before analyzing the structural differences between the various
forms, it is important to verify that the models obtained in our
annealing procedure are indeed representative of an average
configuration of the chromophore within the protein. To this
end, we compare our annealed models of the A and B forms
to the bond lengths obtained by averaging over approximately
1.5 ps of a molecular dynamics QM/MM simulation at room
temperature. As shown in Figure 4, the annealed and average
bond lengths are remarkably similar for both forms, with dif-
ferences smaller than 0.01 Å, demonstrating the validity of
employing our annealed structures as representative models in
further analysis and in the calculations of the excitation proper-
ties of both forms.
To understand the geometrical effects of the protein environ-

ment on the chromophore, the bond lengths of the chromophore
in the neutral and anionic forms are compared with the values
optimized in vacuo in Figure 5. In the protein, we observe a slight
shortening of about 0.01 Å in the bond lengths of the neutral A
form, with larger deviations in the imidazolinone ring close to the

Table 9. QMC/Amber03 Vertical Excitation Energies (eV) of
the Neutral A and Anionic B Forms Computed with the D+
Basisa

CAS(n,m) Thr. Det/CSF VMC DMC

B form 2,2 0.00 4/3 3.35(7) 3.02(8)

12,11 0.10 7/4 3.25(7) 3.1(1)

0.05 80/28 3.4(1) 3.1(1)

A form 2,2 0.00 4/3 3.99(7) 3.78(9)
aThe statistical error is indicated in brackets. We use a CAS(2,2) and a
CAS(12,11) expansion in the determinantal component truncated with
different thresholds (Thr.) on the CSF coefficients and report the number
of determinants and CSFs retained in the expansion. The ground-state
DFT/PBE geometry equilibrated within CPMD/Amber03 is used. Figure 3. Atom numbering used for the chromophore of GFP. This

image is produced with VMD.

Figure 4. Bond lengths of the chromophore of the neutral A and
anionic B forms as obtained in our PBE/Amber CPMD simulations. The
bond lengths of the chromophore resulting from our annealing procedure
are compared with the average values obtained along a room-temperature
QM/MMmolecular dynamics simulation. The root-mean-square fluctua-
tions on the bond lengths are on the order of 0.02�0.03 Å, and the error
bars on the averages are smaller than the size of the symbols. The C5�C6

bond in the central carbon bridge is indicated with an arrow.
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Arg96 counterion. Similarly, the bond lengths of the anionic B
form do not dramatically differ from the values we obtain in
vacuo. The most significant difference is observed in the degree
of bond alternation, which increases close to the central bridge of
the anionic form. Moreover, the O1�C2 bond is lengthened in
the protein due to hydrogen bonding to close-by residues.
When comparing the neutral and the anionic forms, we see

that, in vacuo, the largest difference occurs in proximity of the
O1�C2 bond. In fact, as expected, after deprotonation, it loses its
single-bond character and significantly shortens by about 0.1 Å.
As a consequence, the aromaticity (similar bond lengths) of the
phenolic ring is reduced in the anionic form with respect to the
neutral case. Finally, the degree of bond alternation in proximity
of the central bond is smaller in the anion than in the neutral
chromophore. Interestingly, we note that the difference between
the neutral and the anionic bond lengths is overall smaller in
the protein. In particular, the degree of bond alternation close to
the bridge is more similar between anion and neutral form in the
presence of the protein. Overall, it appears that the protein envi-
ronment acts to partially compensate the change in protonation
state and keeps the chromophore in a more similar structural
conformation in the two protonation states with respect to a
vacuum.
In Figure 6, we compare the geometrical properties of the

chromophore of the three forms of GFP with the results of other
simulations available in the literature. We first focus on the AM1/
CHARMM calculations by Marques et al.,45 as the structural
features of their models most significantly differ from ours as well
as from other calculations reported in the literature. We first note
that Marques et al. construct the I form by deprotonation of the
neutral form although they refer incorrectly to this structure as
the B form. Their neutral A and anionic I forms are rather similar
with the exception of the O1�C2 bond, which is significantly
shorter in the I form, in agreement with our calculations. Both
structures display however a more marked bond-length alterna-
tion along the chromophore than our models. This is particularly
evident for the I form where the bond alternation in the central
carbon bridge is 0.09 Å compared to 0.05 Å in our calculations.

Another clear difference is the bond length of the subsequent single
carbon bond of the imidazolinone ring, C7�C8, which is 0.05 Å
longer than our value for both the neutral and anionic I forms.
Our structures for the neutral A and anionic B forms are

instead in close agreement with the simulations of Laino et al.47

denoted here as “MM + DFT/BLYP”. The authors employ the
Amber98 force field and parametrize the chromophore accord-
ingly, to perform a first classical MD relaxation of the protein.
They then refine the structural parameters with a DFT/BLYP
optimization of an isolated cluster comprising the chromophore
and its close residues with fixed heavy atoms at the boundary.
Finally, we compare our anionic I and B formswith the results of

the CASSCF/CHARMM calculations by Sinicropi et al.,46 who
relax the chromophore structure within CASSCF together with
three closeby classical waters. The rest of the protein is kept to the
original crystallographic coordinates, and the I form is obtained
starting from the A form and manually reorienting the residues
Ser205 and Glu222 to form the expected hydrogen bond network.
The B form is derived from the I form by rotating and relaxing
Thr203 to create a hydrogen bond with the phenolic oxygen of
the chromophore. Despite the lack of complete relaxation, their
hydrogen-bond distances are in reasonable agreement with our
values. As generally found when comparing CASSCF and DFT
structures, their chromophore displays a somewhat larger degree
of bond-length alternation as compared to our DFT calculations.
To understand the origin of some of the differences with previous

studies, we investigate how particular choices in the description of

Figure 5. Bond lengths of the chromophore of the neutral A and
anionic B forms as obtained in our PBE/Amber CPMD simulations. The
results for the chromophore models optimized in vacuo with BLYP/cc-
pVTZ are also shown. The C5�C6 bond in the central carbon bridge is
indicated with an arrow.

Figure 6. Bond lengths (Å) of the chromophore of the A, I, and B forms
of wild-type GFP obtained with PBE/Amber in CPMD. We also show
the results of the AM1/MM,45 CASSCF/MM,46 and MM simulations
followed by partial QM relaxation47 (denoted as MM+DFT/BLYP).
The bonds of the central bridge are C5�C6 and C6�C7.
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the QM and MM parts affect the structural features of the
chromophore. We first consider the effect of the choice of
the force field since the AM145 and CASSCF46 calculations use
CHARMM while we employ the Amber03 parametrization.
Starting from our PBE/Amber03 annealed model of the B form,
we optimize the chromophore alone with BLYP/CHARMM for
fixed positions of the MM charges. We note here that BLYP and
PBE lead to equivalent structures in the gas phase and the use
of BLYP/CHARMM instead of PBE/CHARMM is simply due to
technical reasons.48 As shown inTable 3 of the Supporting Informa-
tion, we find that the chromophores optimized with BLYP/
CHARMM and PBE/Amber03 are equivalent with bond lengths
deviating at most by 0.02 Å. Therefore, the choice of force field
does not lead to significant differences in the main structural
features and cannot explain the large deviations observed be-
tween the AM1/CHARMM model of ref 45 and our structure.
We then explore whether the use of the CASSCF method in

optimizing the QM part and/or the lack of full relaxation in their
protein model are responsible for the differences between the
CASSCF/CHARMM structure of ref 46 and our model of the B
form. Starting from the coordinates of ref 46, we optimize the
chromophore within DFT/BLYP at fixed MM positions and,
as shown in Table 3 of the Supporting Information, recover a
chromophore which closely resembles the structure obtained in
our very different DFT-based annealing procedure. Therefore,
the observed differences must be ascribed to the use of the
CASSCF approach to optimize the QM part and not to the
details of the construction of the protein model. Then, we
investigate how the choice of the exchange-correlation functional
affects the final QM geometry. In particular, we consider the use
of hybrid functionals and, starting from our model of the B form,
we perform a B3LYP/Amber99 optimization of the chromo-
phore at fixed positions of the MM charges. Even in this case, the
resulting chromophore has similar bond lengths to the PBE/
Amber03 values. We already note here and discuss further in the
next section that the observed geometrical differences between
the CASSCF, DFT/B3LYP, and our DFT/BLYP structures do
not result in substantial differences in the TDDFT/MM excita-
tions of the B form.
To further probe the reliability of our structures, we perform

few steps of geometrical optimization using the CASPT2/MM
method starting from our model of the B form. We employ the
Amber99 force field, a CAS(12,11) expansion in the CASSCF
wave function, and keep the MM charges at the fixed positions of
our CPMD/MM annealed structures. We converge the CASPT2
root-mean-square fluctuations of the Cartesian coordinates and
forces to less than 0.01 Å and 0.01 au, respectively, and the chromo-
phore remains very similar to the DFT starting structure with
deviations smaller than 0.01 Å. Therefore, this test gives us con-
fidence in our choice of DFT/BLYP being able to capture the
correct structural properties of the chromophore embedded in
the protein.
Finally, we perform extensive QM/MM simulations of the

anionic I form increasing the QM part to include residues
surrounding the chromophore. The structure is first equilibrated
at room temperature with CPMD/Amber03 within DFT/PBE,
and theQMpart consists of Arg96, Gln94, and the chromophore.
The QM component is then enlarged to also include Glu222,
His148, and thewater close to the phenolic oxygen, and the system
is slowly annealed to zero temperature. The resulting chromo-
phore deviates by less than 0.01 Å from the original geometry
obtained with only the chromophore in the QM part. These

simulations are also repeated including dispersion-corrected
atom-centered (DCACP) pseudopotentials.49,50 The use of
DCACP does not lead to significant changes in the structure.
In summary, our structures constructed within CPMD/MM

via a room-temperature MD procedure followed by annealing
appear to be reliable. They are representative of an average con-
figuration of the chromophore�protein complex as demon-
strated by a comparison with the average bond lengths over
room-temperature MD trajectories. Treating only the chromo-
phore in the QM part is sufficient, and the geometry is not
sensitive to the particular choice of nonpolarizable force field in
the MM part, namely, CHARMM or Amber. The choice of DFT
to treat theQM component is appropriate, as a partial optimization
within CASPT2/MM approach leaves the structure unchanged.
We can rationalize the small difference with theCASSCF structures
of ref 46 as due to the use of a different QM method in the
optimization. Finally, our structures compare well to the ones
obtained in the MM simulations refined by further QM relaxa-
tion of ref 47. The difference with the AM1/MM structure of ref
45 remains the most significant and is possibly due to the positive
protonation state of most His residues in their model.51

4.2. Comparison of Theoretical and Experimental Excita-
tions. In Table 10, we summarize the most representative theo-
retical results for the vertical excitations of the neutral and
anionic methyl-terminated models in the gas phase and of the
neutral A and anionic B forms in the protein. We report the
single-state CASPT2 excitations computed with the largest
CAS(16,14) expansion since the single-state values are either
close to their multistate counterpart or appear to be a more
reliable estimate of the excitation energy as shown in the case of
the neutral gas-phase models. We list the TDDFT excitations
computed with the CAM-B3LYP and LC-BLYP functionals, as
calculations with BLYP are in some cases plagued by the
appearance of spurious low-lying excitations. Finally, we consider
the best DMC values available. Our theoretical estimates are
compared with the available experimental results, namely, three
different photodestruction experiments for the anion in the gas
phase,52�54 the extrapolation to vacuum conditions of solution
experiments for the neutral and anionic species,5 and the low-
temperature absorption spectra in the protein.4

Table 10. Vertical Excitation Energies (eV) of the Neutral
and Anionic Methyl-Terminated Models in the Gas Phase,
and the Neutral A and Anionic B Forms in the Proteina

Gas phase Protein

Neutral Anion Neutral Anion

CAM-B3LP 3.56 3.05 3.42 3.10

LC-BLYP 3.79 3.10 3.61 3.17

CASPT2 3.82 2.76 3.53 2.82

DMC � 3.04(4)b � 3.1(1)

Expt. 3.51 2.59c, 2.75d, >2.60e, 2.84f 3.05g 2.63g

aThe TDDFT excitations are reported for the CAM-B3LYP and LC-
BLYP functionals and the aug-cc-pVDZ basis set. The best available
single-state CASPT2 and DMC excitations, obtained with the ANO-S-
PVDZ and D+ bases, respectively, are shown. The ground-state DFT/
BPE geometry equilibrated within CPMD/Amber03 is used. bDMC
excitation from ref 35. c Photodestruction experiments of ref 52.
d Photodestruction experiments of ref 53. ePhotodestruction experiments
of ref 54. fExtrapolation of Kamlet�Taft fit of solution experiments.5
gAbsorption maxima in the protein at 1.7 K.4
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We first focus on the results for the anionic models, which
are remarkably consistent among the wave function and DFT
methods both in the gas phase and in the protein. In the gas
phase, the excitations are between 2.76 and 3.10 eV, in agreement
with our previous calculations,35 which are here extended to
include a more complete set of DFT functionals. The CASPT2
excitations are computed with the ANO-S-VDZP basis for
consistency with the calculations in the protein, so small differ-
ences with the CASPT2 estimates of ref 35 must be attributed to
the use of a different basis set. We also list the DMC excitation in
the gas phase computed without augmentation and a CAS(8,8)
expansion and recall here that tests on the inclusion of augmenta-
tion and larger CAS spaces indicate that the DMC excitation
of the anionic model is rather robust and consistently at about
3 eV.35

The computation of the anionic excitation in the gas phase is
in principle complicated by the fact that the excitation lies above
the ionization threshold, as demonstrated in recent photodes-
truction experiments.53 Nevertheless, the DFT value is rather
insensitive to the use of very large basis sets,55 and even artificially
raising the ionization threshold well above the excitation via
asymptotically corrected potentials (e.g., the statistically average
orbital potential approach) does not affect its value.35 Similarly,
the DMC estimate appears to be largely unaffected by the choice
of basis and CAS expansions.35 These findings indicate that this
metastable state in the continuum is dominated by a well
localized π to π* transition, which renders possible the computa-
tion of this excitation in the continuum. Experimentally, early
photodestruction experiments assign the vertical transition to the
only observed peak in the absorption spectrum at 2.59 eV.52 A
second photodestruction experiment resolves however a rather
different shape of the absorption spectrum and reconsiders its
interpretation assigning the adiabatic transition to the lowest
peak at 2.59 eV and the vertical transition to the second, newly
resolved peak at 2.75 eV.53 The most recent photodestruction
experiment reveals a strong dependence of the shape of the
spectrum on the excitation laser power and leads the authors to
conclude that such a spectrum cannot reliably represent the
optical absorption spectrum of the anionic GFP model in the gas
phase.54 Finally, the multivariant Kamlet�Taft fit of the absorp-
tion maxima in solution in terms of the acidic, basic, and polar
solvating parameters extrapolates to 2.84 eV for the conditions of a
vacuum.5 In view of the apparent uncertainty on the shape of the
spectra in photodestruction experiments, our theoretical estimates
appear to be in the right range as they fall between 2.76 and 3.10 eV
and display a blue shift which can be easily explained with vibronic
effects and with the intrinsic theoretical limitations of predicting a
metastable excitation in the continuum.
In the protein, the theoretical excitations of the anionic B form

range between 2.82 and 3.17 eV and therefore display a negligible
bathochromic shift with respect to the gas phase. Our theoretical
estimates appear to be rather robust and even more insensitive to
the internal parameters of the theory than the calculations in
the gas phase. In particular, the excited state is not strongly
multiconfigurational as the CASPT2 excitations converge rapidly
with the size of the expansion and, for the DMC values, even a
small CAS(2,2) expansion is sufficient. The DFT estimates are
clustered around 3.1 eV, and the presence of the protein raises
the ionization threshold (estimated as minus the HOMO eigen-
value) well above the excitation, in agreement with the findings of
ref 56. Therefore, with respect to the anion in the gas phase, we
no longer have the complications of describing an excitation in

the continuum. The theoretical excitations computed within our
QM/MM model are however significantly higher than the ex-
perimental absorption maximum of 2.63 eV measured at 1.7 K.
Therefore, while experiments indicate that there should be a red
shift on the order of 0.2 eV when going to the protein, theory
obtains a shift less than 0.1 eV in the opposite direction, which
brings the vertical excitation farther away from the location of
the absorption maximum in the protein. To explain our findings
within the protein, we cannot invoke vibronic or temperature
effects, as the chromophore is tightly held in a rigid position
within the protein pocket and the experimental absorption band
of the B form is rather narrow, with the location of the maximum
moving only to 2.59 eV when the measurement is performed at
room temperature.
As already mentioned, the computation of the excitations of

the neutral moieties is even more challenging. For instance, the
CASPT2 calculations in the protein present difficulties due to the
existence of multiple close minima at the CASSCF level which
are characterized by different ordering of the states, oscillator
strengths, and CASSCF excitations, even when all π electrons
on the chromophore are correlated in a minimal active space.
Both in the gas phase and in the protein, whenever the oscillator
strengths are spread over multiple states, the single- and multi-
state excitations differ significantly, and this behavior is par-
ticularly evident in the gas-phase calculations of the methyl-
terminated model. Finally, the DFT excitations in the gas phase
and in the protein computed using the generalized gradient
approximation BLYP and hybrid B3LYP are significantly red-
shifted with respect to all other values. Focusing on our best
theoretical estimates of Table 10, the vertical excitations in the
gas phase range between 3.56 and 3.82 eV and are in reasonably
good agreement with the Kamlet�Taft extrapolation of solution
experiments to vacuum conditions at 3.51 eV.5 Again, we need to
recall that vibronic effects are expected to be very strong for the
chromophore in the gas phase (and in solution) and will lead to
an absorption maximum red-shifted with respect to the location
of the vertical excitation. Nevertheless, both experiments and
theoretical estimates in the gas phase unequivocally indicate that
one must expect a significant bathochromic shift of at least 0.5 eV
since the absorptionmaximum in the protein is located at 3.05 eV
in measurements at 1.7 K. Our theoretical excitations of the A
form lie instead in the range 3.42�3.53 eV, therefore significantly
blue-shifted with respect to experiments, and display a too small
bathocromic shift of 0.2�0.3 eV. Similarly to the B form, we
do not expect vibronic or temperature effects to be of significant
magnitude to explain the discrepancy between theoretical and
experimental data in the protein. It therefore appears that, while
theory can correctly predict the absorption in the gas phase of
the neutral moiety, we cannot correctly reproduce the location of
the vertical excitation in the protein and fail to see the large red
shift due to the protein environment.
To explore possible origins of the discrepancy between the

theoretical excitations and the experimental data, we follow two
routes. On the one hand, we consider extended QM regions
including the chromophore and the amino acids involved in the
hydrogen-bond network surrounding the chromophore, namely,
Ser205, Glu22, Arg96, Gln94, and the water close to the phenolic
oxygen. On these extended models, we perform TDDFT/MM
calculations with the CAM-B3LYP and LC-BLYP functionals.
We find that both functionals give a red shift for the A form of
about 0.15 eV. However, the corresponding excited states show
non-negligible contributions of electronic transition with strong
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charge transfer character also to the boundary of the QM region.
Consequently, we expect that these spurious transitions will
depend on the specifics of the QM/MMborder and are therefore
an artifact of approximate TDDFT even with the use of long-
range corrected functionals. Unfortunately, it is computationally
very demanding to perform such large calculations with the highly
correlated approaches we consider in this paper. Therefore, as a
second route, we only attempt a similar test on a QM model
including only the chromophore and the counterion, Arg96, at the
CASPT2/MM level and choose to explore the B form as it displays
a faster and more robust convergence with CAS expansion. We
find that the inclusion of a quantum counterion does not shift
the excitation. In addition, attempts to stabilize a charge transfer
excitation by including acceptor orbitals on the counterion in an
extended CASSCF expansion are not successful as the excitation
remains confined on the chromophore.
If we compare with previous calculations of the A and B form

in the literature, we find the TDDFT/LDA results by Marques
et al.,45 which report an excellent agreement with the experi-
mental absorption maxima in the protein. It is however rather
difficult to assess the quality of these calculations. As already
mentioned in the previous section, we need to bear in mind that
they compute the I and not the B form and that the structures of
their anionic and neutral chromophores are the only ones in the
literature which depart by a significant extent from our models.
These differences might be due to their choice of a positive
protonation of most His residues in their models. Moreover, they
extract the chromophores from the protein and compute the
excitation without including the environment. Finally, the use of
the LDA functional will naturally lead to red-shifted values as
even generalized gradient approximations are affected by this
problem (see section 3.2).
For the B form, previous CASPT2 calculations46 report an

excitation of 2.81 eV, blue-shifted with respect to the experimental
value of 2.63 eV and in apparent agreement with our calculations.
The agreement is however in part fortuitous since the authors of
ref 46 employ the CASSCFmethod to optimize the structure, and
the older definition of the zero-order Hamiltonian without IPEA
shift and a smaller 6-31G* basis in their CASPT2/MM calcula-
tions. As shown in section 3.3, setting the IPEA shift to zero
lowers our CASPT2 excitation of the B form from 2.82 to 2.38
eV, and the lower value of 2.38 eV should be compared to the
result of ref 46. While we cannot ascribe this discrepancy to
the setup of the protein model (see section 4.1), the difference
between the two CASPT2 results when using the same zero-
order Hamiltonian must be due to the combined use in ref 46 of a
poorer basis set and the CASSCF geometry for the chomophore
since both factors lead separately to a blue shift.
For the A form, Hagasawa et al.57 report an excitation energy

of 3.21 eV obtained with SAC�CI and QM/MM, in reasonable
agreement with experiments. In their protein model, the QM
chromophore is optimized in B3LYP/Amber, and theMMatoms
are fixed at the X-ray structure. For the methyl-terminated chromo-
phore in the gas phase, they obtain however an excitation of
3.23 eV, which is on top of the value in the protein and signi-
ficantly red-shifted with respect to our estimates of 3.6�3.8 eV
and to the extrapolation of solution experiments to vacuum
conditions at 3.51 eV.5 Consequently, their SAC�CI calcula-
tions do not yield the desired bathochromic shift of at least
0.5 eV. Given the failure of their approach to reproduce the gas
phase absorption and the correct bathochromic shift, the appar-
ent agreement in the protein might be fortuitous.

Finally, in a recent study by Krylov et al.,56 the B form is
investigated using the SOS-CIS(D) method within QM/MM.
The excitation energy is estimated as 2.70 eV for a protein model
optimized by PBE0/Amber. The bond lengths of the chromo-
phore are rather similar to the ones of our model, and the dis-
crepancy between the SOS-CIS(D) and our estimates in the
higher-energy range of 2.82�3.17 eV is most likely due to the use
of a different technique to compute the excitation energy.

5. CONCLUSIONS

In the gas phase, DFT and wave function methods show
an overall good agreement with the extrapolation of solution
experiments to vacuum conditions both for the anionic and
neutral species. For the anion, the vertical excitation in the gas
phase ranges between 2.8 and 3.1 eV, and our theoretical esti-
mates appear to be rather robust despite the inherent difficulty of
computing an excitation in the continuum. We also note that the
comparison with photodestruction experiments is difficult given
the uncertainty in the shape of the spectra.52�54 For the neutral
moiety, our calculations using either long-range corrected DFT
functionals or wave function methods lead to vertical excitations
in the range of 3.6�3.8 eV.

When introducing the protein environment, we do not obtain
the proper bathochromic shift to the experimental absorption
maxima of the anionic B and neutral A forms, which are located at
2.63 and 3.05 eV, respectively. For the anionic B form, we obtain
theoretical excitations between 2.8 and 3.2 eV, therefore slightly
blue-shifted with respect to the gas phase. For the neutral A form,
we find excitations in the range of 3.4�3.6 eV, which are not
sufficiently red-shifted. Similarly to the gas phase, wave function
and DFT methods agree when long-range corrected functionals
are used. Therefore, while the various theoretical approaches
predict a shift between the excitations of the A and the B form
(in the range 0.32�0.71 eV as compared to the experimental
value of 0.4 eV), they fail rather dramatically in estimating the
location of the absorption maxima.

Then, why does our model GFP not yield the desired bath-
ochromic shift? Here, we have adopted the generally accepted
protonation of the amino acids in wild-type GFP and a standard
QM/MMprescription in the construction of the protein models.
Within this paradigm, we can exclude the source of the problem
lying in the computational details of the construction procedure.
In particular, our extensive tests indicate that our structures are
rather robust. Temperature effects do not play a role. The use of
DFT as QM method is sufficiently accurate, and extending
the QM region beyond the chromophore is not necessary when
relaxing the protein. Finally, the structures are insensitive to the
particular choice of nonpolarizable force field. Since the theore-
tical techniques to compute the excitation spectrum appear to be
reliable in the gas phase and display an overall agreement among
each other in the protein, we also rule out that the origin of
the problem lies in our choice of QM method to compute the
excitation.

Consequently, few possible sources of error require more
extensive investigations. One possibility is that some amino acids
in the protein are differently protonated than what is commonly
accepted in the literature. Here, following the experimental
suggestion of ref 42, we have investigated the stability of a hydro-
nium in proximity to the chromophore, as the presence of this
charged moiety could lead to significant structural and electronic
changes in the model. However, the hydronium is not stable and
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always donates the additional proton either to the chromophore
or to Glu222 during a room-temperature QM/MM molecular
dynamics simulation. Further investigations of other residues
in the second shell surrounding the chromophore are needed.
An alternative origin of the disagreement between theory and
experiments is possibly the theoretical description of the polar-
ization field of the protein on the excited state of the chro-
mophore. While we find that the excitation is insensitive to
the choice of the particular nonpolarizable force field used to
describe the MM region, we cannot exclude that a more accurate
description of the protein would lead to significantly different
excitations. Ideally, one would extend the QM region well
beyond the chromophore and the surrounding amino acids.
Unfortunately, this is currently prohibitive with the highly cor-
related methods employed here, and our tests indicate that
TDDFT with current approximations is affected by spurious
charge-transfer effects when using extended QM regions in GFP.
An alternative is to keep a partition of the system in an active site
and an external region but to improve upon the MM treatment.
Addressing the potential limitations of a MM description in the
computation of excitations is currently an active field of inves-
tigation,58�61 and the exploration of better embedding schemes
together with alternative protonations within wild-type GFP will
be the subject of future research.
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ABSTRACT: In this work, we present a novel model, referred to as BH-DFT-D, for the evaluation of London dispersion, with the
purpose to correct the performance of local DFT exchange-correlation functionals for the description of van der Waals interactions.
The new BH-DFT-D model combines the equations originally derived by Buckingham [Buckingham, A. D. Adv. Chem. Phys 1967,
12, 107] with the definition of distributed multipole polarizability tensors within the Hirshfeld method [Hirshfeld, F.L. Theor. Chim.
Acta 1977, 44, 129], resulting in nonlocal, fully anisotropic expressions. Since no damping function has been introduced yet into the
model, it is suitable in its present form for the evaluation of dispersion interactions in van derWaals dimers with no or negligible overlap.
The new method is tested for an extended collection of van der Waals dimers against high-level data, where it is found to reproduce
interaction energies at the BH-B3LYP-D/aug-cc-pVTZ level with a mean average error (MAE) of 0.20 kcal/mol. Next, development
steps of the model will consist of adding a damping function, analytical gradients, and generalization to a supramolecular system.

1. INTRODUCTION

The problem of description of London dispersion in density
functional theory (DFT) using (semi) local exchange-correlation
functionals is a well-known problem.1,2 Since the first diagnostic
in 1994,1 an intense discussion on the origin of the problem and
appropriate solutions has been ongoing in the DFT community.
Generally, one assumes that the cause lies in the local character of
the widely used correlation functionals, which, in contrast to the
correlation contribution in post-Hartree�Fock methods such as
Møller�Plesset or coupled cluster, only utilize information on the
density of the system at one point and are therefore unsuitable for
the description of a nonlocal phenomenon such as dispersion.
Attempts to introduce nonlocal correlation to DFT, such as the
random phase approximation (RPA)3,4 or the nonlocal van der
Waals functionals,5�8 are being investigated, but unfortunately
the improvement comes with a significant increase in the com-
putational cost. Since the relatively low computational cost of
DFT is one of the major factors responsible for its status as the
most widely used quantum chemical method today, a range of
more pragmatic approaches has been developed to correct the
performance of DFT for dispersion interactions. Part of these
methods rely on reparametrization of existing local correlation
functionals,9�11 motivated by the fact that dispersion is partially
included in many functionals and that a suitable reparametriza-
tion will allow one to achieve the aspired results more consis-
tently. The drawback of such an approach is that the strong
empirical character decreases the reliability. For instance, the
performance of the reparametrized functionals often decreases for
properties other than the electronic energy. Other attempts are
based on adding a correction term, representing the dispersion
energy, to the energy calculated using standardDFTmethods. Also
in this category, one can find highly empirical but computationally

attractive methods,12 based on parameters fitted to reproduce
high-level results, as well as the methods with deeper theoretical
foundation but computationally more expensive, where ab initio
information of the systems is used to evaluate the dispersion
energy, such as the static or frequency dependent polari-
zabilities13�18 or the dipole moment of the exchange-correlation
hole (XDM).19�23 Another noteworthy approach is the adapta-
tion of the symmetry adapted perturbation theory24 to the
framework of DFT, i.e., SAPT(DFT).25�28 SAPT(DFT) has a
significant computational advantage against the highly scaling
SAPT as the contribution of intramonomer correlation, already
embedded within the Kohn�Sham orbitals, does not need to be
evaluated. Although possible to use for the correction of DFT
dispersion energies,29 SAPT(DFT) is mostly meant for an
evaluation of the total interaction energy. The explicit expression
for the respulsive contribution of electron-exchange to the
dispersion energy within SAPT(DFT), though rarely calculated
fully due to the computational expense, offers a more theoreti-
cally attractive alternative to the empirical damping functions used
in other methods. SAPT(DFT) does have the disadvantage of
requiring explicit separation of the system in two parts, which
makes it impossible for application on intramolecular dispersion
interactions, such as those occurring, for example, in biomolecules.

The model described here offers a compromise between
computational simplicity and theoretical rigor by combining
expressions derived by Buckingham,30 who used static multipole
polarizabilities to express the dispersion interaction between two
systems, with the nonempirical Hirshfeld partitioning method.
The model offers several advantages: First of all, only ab initio
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information about the system is used for the evaluation of the
dispersion energy, without making any assumptions about the
chemical properties of the system. Second of all, by eliminating
frequency-dependence and using static atomic polarizabilities,
we avoid the necessity to evaluate the computationally expen-
sive Casimir-Polder integrals. Finally, the use of the Hirshfeld
method allows us to utilize polarizability tensors, which allow
one to retain the fully anisotropic character of the dispersion
energy.

The model is based on previous work by the present
authors,17,18,23 where a fully anisotropic model was introduced
utilizing theHirshfeld atomicmultipole polarizabilities. The effect
of anisotropy was isolated by comparing the results with a fully
isotropic model and was found to increase the dispersion energies
by up to 30%. In this work, the model is extended in two aspects:
First of all, we eliminate the pairwise additivity assumption
within the dispersion correction, following Nakai and Sato.14

They found that eliminating the pairwise additivity assumption in
their adaptation of Dobson’s local-responsemodel5 of frequency-
dependent polarizabilities in the evaluation of dispersion inter-
action reduced the error on C6 coefficients to only 6%.

14 Second,
we introduce two additional higher correction terms into the
model, which now includes terms up to RAB

�10. The result-
ing equations are suitable for the evaluation of dispersion energy
in van der Waals dimers, with no or negligible overlap bet-
ween the densities of the monomers. The next development
stages of the model will involve introducing a damping func-
tion for shorter intermolecular distances where the effect
of exchange becomes important, derivation of analytical gradi-
ents, and a generalization to intramolecular dispersion
interactions.

The full derivation of the new equations is described in section
2, followed by the computational details in section 3 and test
results in section 4. A summary and concluding remarks are given
in section 5.

2. METHOD

Within the framework of second-order intermolecular pertur-
bation theory, the London dispersion interaction between two
systems A and B is defined as the off-diagonal part of the second-
order perturbation energy31

EABdisp ¼ � ∑
jA 6¼n1

∑
jB 6¼nB

jÆψð0Þ
nA
ψð0Þ

nB
jV̂ ABjψð0Þ

jA ψð0Þ
jB æj2

ðW ð0Þ
jA �W ð0Þ

nA Þ þ ðW ð0Þ
jB �W ð0Þ

nB Þ
ð1Þ

where ψ(0) andW(0) are the eigenfunctions and eigenvalues of the
unperturbed systems, n the ground states, j the excited states, and
V̂AB is the electrostatic Coulombic interaction operator of the two
systems:

V̂ AB ¼
Z Z

F̂AðrÞ F̂Bðr0Þ
jr� r0j dr dr0 ð2Þ

In eq 2, F̂(r) is the charge density operator, defined as

F̂ðrÞ ¼ � ∑
ne

i¼ 1
δðr� riÞ þ ∑

N

j¼ 1
Zj δðr� RjÞ ð3Þ

where the first summation is over the ne electrons of the system and
the second summation is over theN nuclei with charges Z. The total
charge density is then given by the expectation value of the charge

density operator:

FðrÞ ¼ Æψð0Þ
n jF̂ðrÞjψð0Þ

n æ ð4Þ
This definition of London dispersion assumes a sufficiently large
intermolecular distance, such that any electron exchange between the
two systems can be neglected.

In order to avoid the pairwise additivity assumption present in
our previousmodel17,18,23 as well as in the majority of the DFT-D
methods,12,15,19�22 the multiatomic character of the systems can
be introduced in the beginning of the derivation.32 We will do so by
considering the molecular charge density operator F̂A(r) at each
point of the space r as a sum of atomic charge density operators:

F̂AðrÞ ¼ ∑
a ∈ A

F̂aðrÞ ð5Þ

While the division of the nuclear part of the charge density operator
between the atoms is trivial, the definition of the electronic part is not
unique.However, such a viewofmolecular density is commonwithin
physical-space atom-in-molecule methods that use a fuzzy-atom
approach to the definition of atomic density such as the Hirshfeld
method33 or Becke’s partitioning method.2 Using the atomic density
operators, the electrostatic Coulomb interaction operator can be
rewritten as a pairwise sum of diatomic operators:

V̂ AB ¼ ∑
a ∈ A

∑
b ∈ B

V̂ ab ð6Þ

where the diatomic operator is defined as

V̂ ab ¼
Z Z

F̂aðrÞ F̂bðr0Þ
jr� r0j dr dr0 ¼

Z
F̂aðrÞ ϕbðrÞ dr ð7Þ

In eq 7, we have defined the atomic potential ϕb(r) which represents
the potential caused at point r due to the charge distribution of atom
b in system B. Following Buckingham’s derivation,30 the atomic
potential ϕb(r) can be expanded in a Taylor series around the origin
of atom a, Oa

ϕbðrÞ ¼ ϕbðOaÞ þ ∑
i
½∇iϕbðOaÞ�ðr�OaÞi

þ 1
2 ∑i ∑j

½∇i∇jϕbðOaÞ�ðr�OaÞiðr�OaÞj þ ::: ð8Þ

where the subscripts i and j represent the vector components in a
Cartesian system of axes: x, y, and z. Subsequently, one can expand
the factor (1)/(|Oa� r0|) inϕb(Oa) around the origin of atom b,Ob

1
jOa � r0j ¼

1
jOa �Obj þ ∑

i
Tab
1i ðr0 �ObÞi

þ 1
2 ∑i ∑j

Tab
2ijðr0 �ObÞiðr0 �ObÞj þ ::: ð9Þ

where the elements of the T1 and T2 tensors represent the first and
second derivatives of Rab = 1/(|Oa � Ob|) with respect to the
components of Rab

Tab
1i ¼ � Rab, i

R3
ab

ð10Þ

Tab
2ij ¼

3Rab, iRab, j � δijR2
ab

R5
ab

ð11Þ

The atomic potential ϕb(Oa) can thus be expressed in terms of the
atomic charge operators q̂b =

R
F̂(r) dr, atomic dipole moment
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operators μ̂i
b =

R
(r�Ob)i F̂b(r) dr, atomic quadrupole moment

operators Θ̂ij
b =

R
(r�Ob)i(r�Ob)i F̂b(r) dr and so on.

ϕbðOaÞ ¼ q̂b
Rab

þ ∑
i
μ̂b
i T

ab
1i þ 1

2 ∑ij
Θ̂b

ijT
ab
2ij þ ::: ð12Þ

Inserting eqs 8 and 12 into eq 7 andperforming the integration over r
finally results in a diatomic interaction operator expressed in terms of
atomic charge andmultipolemoment operators, and the interatomic
distance Rab

V̂ ab ¼ q̂aq̂b
Rab

þ ∑
i
Tab
1i ðq̂aμ̂b

i � μ̂a
i q̂bÞ

þ 1
2 ∑ij

Tab
2ijðq̂aΘ̂b

ij þ Θ̂
a
ijq̂b � μ̂a

i μ̂
b
j Þ þ ::: ð13Þ

By inserting the diatomic interaction operator into eq 1, the total
dispersion energy can be expressed as a sum of four-centered atomic
contributions

EABdisp ¼ ∑
a, a0 ∈ A

∑
b, b0 ∈ B

Eaa
0bb0

disp ð14Þ

where the first nonzero term in the four-centered atomic dispersion
energy is

Eaa
0bb0

disp ðR�6Þ ¼ � ∑
ijkl

Tab
2ijT

a0b0
2kl ∑

jA 6¼nA
∑

jB 6¼nB

�Æψð0Þ
nA ψ

ð0Þ
nB jμ̂a

i μ̂
b
j jψð0Þ

jA ψð0Þ
jB æÆψð0Þ

nA ψ
ð0Þ
nB jμ̂a0

k μ̂
b0
l jψð0Þ

jA ψð0Þ
jB æ

ðW ð0Þ
jA �W ð0Þ

nA Þ þ ðW ð0Þ
jB �W ð0Þ

nB Þ
¼ � ∑

ijkl
Tab
2ijT

a0b0
2kl ∑

jA 6¼nA
∑

jB 6¼nB

�Æψð0Þ
nA jμ̂a

i jψð0Þ
jA æÆψð0Þ

nB jμ̂b
j jψð0Þ

jB æÆψð0Þ
nA jμ̂a0

k jψð0Þ
jA æÆψð0Þ

nB jμ̂b0
l jψð0Þ

jB æ

ðW ð0Þ
jA �W ð0Þ

nA Þ þ ðW ð0Þ
jB �W ð0Þ

nB Þ
ð15Þ

Equation 15 can be connected to the distributed static atomic
polarizabilities defined, in the framework of perturbation theory, as

αaa0
kl ¼ 2 ∑

jA 6¼nA

Æψð0Þ
nA
jμ̂a

kjψð0Þ
jA æÆψð0Þ

jA jμ̂a0
l jψð0Þ

nA
æ

W ð0Þ
jA �W ð0Þ

nA

ð16Þ

This definition of distributed polarizability is connected to the classic
sum-over-states expression that makes use of molecular dipole
moment operators μ̂:

αkl ¼ 2 ∑
jA 6¼nA

Æψð0Þ
nA jμ̂kjψð0Þ

jA æÆψð0Þ
jA jμ̂ljψð0Þ

nA æ

W ð0Þ
jA �W ð0Þ

nA

ð17Þ

Equation 17 is equivalent to the coupled perturbed Hartree�Fock
expression

αkl ¼ � tr½HðkÞDðlÞ� ¼ �
Z

rk FðlÞðrÞ dr ð18Þ

whereH(k) is the dipolemomentmatrix,D(l) is the perturbeddensity
matrix, and F(l)(r) is the perturbed molecular density.

In order to connect eq 15 to eq 16, the sum in the denominator
in eq 15 is replaced, as suggested by Buckingham,30 by a product,

by introducing average excitation energies U:

1

ðW ð0Þ
jA �W ð0Þ

nA Þ þ ðW ð0Þ
jB �W ð0Þ

nB Þ

¼ UAUBð1 þ ΔÞ
ðUA þ UBÞðW ð0Þ

jA �W ð0Þ
nA ÞðW ð0Þ

jB �W ð0Þ
nB Þ

ð19Þ

and neglecting Δ which is given by

Δ ¼ ½U�1
A þ U�1

B � � ½ðW ð0Þ
jA �W ð0Þ

nA
Þ þ ðW ð0Þ

jB �W ð0Þ
nB

Þ�
ðW ð0Þ

jA �W ð0Þ
nA Þ þ ðW ð0Þ

jB �W ð0Þ
nB Þ

ð20Þ
As one can see, the error made by the approximation is minimal
when the average excitation energiesU are similar to the energies
W of the lowest excited states.

The elements of the atomic static distributed polarizability
tensorsαij

aa0 can be obtained bymeans of the iterative Hirshfeldme-
thod.33,34 In the Hirshfeld method, the atomic region is defined
through a weight function constructed from the promolecular
atomic densities Fapro(r)

waðrÞ ¼ Fproa ðrÞ
∑

a0 ∈ A

Fproa0 ðrÞ
ð21Þ

The fuzzy atom model of the Hirshfeld method is therefore in
perfect agreement with the expression of the molecular charge
density operators in terms of atomic charge density operators
introduced at the beginning of the derivation in eq 5. In the iterative
Hirshfeld method (H�I), the spherically symmetric promolecular
atomic densities, which represent the densities of the (fictive) atoms
prior to bonding, are optimized self-consistently to satisfy the
constraint that the number of electrons in a promolecular atom is
identical to the number of electrons in the atom in themolecule, i.e.:

Npro
a ¼

Z
Fproa ðrÞ dr ¼

Z
waðrÞ FðrÞ dr ¼ Na ð22Þ

As a result, the H�I weight function represents the best definition
of an atom in molecule, as retrieved through information theory.35

In particular, the atomic region within the H�I method is defined
without any use of parameters or any prior knowledge of the system
and therefore reflects the specific chemical surroundings of
the atom.

Previously, static atomic intrinsic polarizabilities have been
defined within the Hirshfeld method36 by Kristhal et al. and used
in our previous pairwise additive model for the evaluation of
dispersion interactions.17 We extend here the definition further
to distributed atomic intrinsic polarizabilities by partitioning the
dipole response μk to the applied dipole field μj between two
different atoms a and a0

αaa0
ij ¼ �

Z
ðr�OaÞi waðrÞ wa0 ðrÞ FðjÞa0 ðrÞ dr ð23Þ

The partitioning is thus realized by introducing two weight
functions into the definition of polarizability in eq 18 and
centering the quantities on the origins of the atoms. The use of
two weight functions for the partitioning of a property between
two atoms has been previously introduced in the framework
of the Hirshfeld method for the partitioning of overlap
populations,37 MP2 correlation energy,38 and the definition of
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atomic density matrices.39,40 In eq 23, F(j)a0(r) stands for the
molecular density perturbed by a dipole field centered on the
atom a0. For systems with zero net charge, F(j)a0(r) = F(j)(r) due
to the origin independence of the dipole moment in neutral
systems. However, for higher multipole moments, the perturbed
density requires explicit translation to the center of the atom.42

Note that our definition of distributed atomic polarizability
differs from previous definitions utilized in the context of
evaluation of dispersion interactions. For instance, H€attig et al.41

have used Stone’s model for the calculation of topological-
ly partitioned polarizabilities in a multicenter multipole ex-
pansion,43 obtained from a partitioning of the molecular volume
according to Bader’s QTAIMmethod.44 Sato andNakai,13 on the
other hand, have developed a distributed frequency depen-
dent polarizability model based on Dobson’s5 local-
approximation model.

The elements of the dipole�quadrupole distributed atomic
intrinsic polarizability tensor A can be partitioned in two ways.
On the one hand, one can consider the dipole response μi to the
applied quadrupole field Θjk

A1
aa0
i, jk ¼ �

Z
ðr�OaÞi waðrÞ wa0 ðrÞ FðjkÞa0 ðrÞ dr ð24Þ

On the other hand, one can consider the quadrupole response
Θij to the applied dipole field μk

A2
aa0
ij, k ¼ �

Z
ðr�OaÞiðr�OaÞj waðrÞ wa0 ðrÞ FðkÞa0 ðrÞ dr

ð25Þ
Due to the origin dependence of the quadrupole moment, the
quadrupole field perturbed density in eq 24 is centered on atom
a0 by translating it as follows:42

FðijÞa0 ðrÞ ¼ FðijÞðrÞ � ai
0FðjÞðrÞ � aj

0FðiÞðrÞ ð26Þ
The results obtained from the two definitions are not equivalent,
and both are integrated within the present dispersion model by
partitioning systematically the response on atoms a (or b) and
the applied field on atoms a0 (or b0). Since the summation in
eq 14 is for both a and a0 (or b and b0) over all atoms in system A
(or B), both possibilities are included for each combination of
atoms a and a0 (or b and b0). Note that following the notation in
eqs 24 and 25, A1 is a 3� 9 tensor and A2 is a 9� 3 tensor. The
quadrupole (C), octupole (R), dipole-octupole (E1 and E2), and
quadrupole-octupole (H1 and H2) polarizabilities used in this
work are defined in a similar fashion, as given in eqs 27�32.

Caa0
ij, kl ¼ �

Z
ðr�OaÞiðr�OaÞj waðrÞ wa0 ðrÞ FðklÞa0 ðrÞ dr

ð27Þ

Raa0
ijk, lmn ¼ �

Z
ðr�OaÞiðr�OaÞjðr�OaÞk waðrÞ wa0 ðrÞ FðlmnÞa0 ðrÞ dr

ð28Þ

E1
aa0
i, jkl ¼ �

Z
ðr�OaÞi waðrÞ wa0 ðrÞ FðjklÞa0 ðrÞ dr ð29Þ

E2
aa0
ijk, l ¼ �

Z
ðr�OaÞiðr�OaÞjðr�OaÞk waðrÞ wa0 ðrÞ FðlÞa0 ðrÞ dr

ð30Þ

H1
aa0
ij, klm ¼ �

Z
ðr�OaÞiðr�OaÞj waðrÞ wa0 ðrÞ FðklmÞa0 ðrÞ dr

ð31Þ

H2
aa0
ijk, lm ¼ �

Z
ðr�OaÞiðr�OaÞjðr�OaÞk waðrÞ wa0 ðrÞ FðlmÞa0 ðrÞ dr

ð32Þ

In eqs 28, 29, and 31, F(ijk)a0(r) is translated to the center of atom
a0 by

FðijkÞa0 ðrÞ ¼ FðijkÞðrÞ � ai
0FðjkÞðrÞ � aj

0FðikÞðrÞ � ak
0FðijÞðrÞ

þ ai
0aj0FðkÞðrÞ þ ai

0ak0FðjÞðrÞ þ aj
0ak0FðiÞðrÞ ð33Þ

The first term in the four-centered atomic dispersion energy in
eq 15 can be expressed in terms of the Hirshfeld distributed
atomic polarizabilities

Eaa
0bb0

disp ðR�6Þ ¼ � UAUB

UA þ UB
∑
ijkl

Tab
ij T

a0b0
kl αaa0

ik α
bb0
jl

¼ � UAUB

UA þ UB
tr½T2

abαbb0T2
a0b0αaa0τ � ð34Þ

where T2 and α are 3 � 3 tensors and τ designates a transposed
matrix. Note that the standard R�6 dependence of the first term
only becomes explicit when a = a0 and b = b0. However, in the
long-range distance, where the intermolecular distance RAB is
significantly larger than the interatomic distances Raa0 and Rbb0,
the correct R�6 asymptotic behavior of the dispersion energy is
reproduced. The higher terms of the dispersion energy in this
model are given by

Eaa
0bb0

disp ðR�7Þ ¼ � UAUB

UA þ UB

1
2
tr½T2

abA2
bb0T3

a0b0ταaa0τ �
�

� 1
2
tr½T2

abαbb0T3
a0b0A1

aa0τ � þ 1
2
tr½T3

abA2
bb0T2

a0b0αaa0τ �

� 1
2
tr½T3

abA2
aa0T2

a0b0αbb0τ �
�

ð35Þ

Eaa
0bb0

disp ðR�8Þ ¼ � UAUB

Ua þ Ub

1
4
tr½T3

abCbb0T3
a0b0ταaa0τ �

�

þ 1
4
tr½T3

abCaa0T3
a0b0ταbb0τ � � 1

4
tr½T2

abA2
bb0T4ð2Þa

0b0A1
aa0τ �

� 1
4
tr½T3

abA1
bb0T3

a0b0A1
aa0τ � � 1

4
tr½T3

abA2
aa0T3

a0b0A1
bb0τ �

� 1
4
tr½T4ð2ÞabA2

bb0T2
a0b0A2

aa0τ � þ 1
6
tr½T2

abE1
bb0T4ð1Þa

0b0ταaa0τ �

þ 1
6
tr½T2

abαbb0T4ð1Þa
0b0E1

aa0τ � þ 1
6
tr½T4ð1ÞabE2

bb0T2
a0b0αaa0τ �

þ 1
6
tr½T4ð1ÞabE2

aa0T2
a0b0αbb0τ �

�
ð36Þ

Eaa
0bb0

disp ðR�9Þ ¼ � UAUB

UA þ UB

1
12

tr½T2
abA1

bb0T5
a0b0E1

aa0τ �
�

� 1
12

tr½T2
abE1

bb0T5
a0b0A1

aa0τ � þ 1
12

tr½T3
abH1

bb0T4ð1Þa
0b0ταaa0τ �
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� 1
12

tr½T3
abH1

aa0T4ð1Þa
0b0ταbb0τ � þ 1

8
tr½T3

abCaa0T4ð2Þa
0b0A1

bb0τ �

� 1
8
tr½T3

abCbb0T4ð2Þa
0b0A1

aa0τ � þ 1
12

tr½T4ð1ÞabH2
bb0T3

a0b0ταaa0τ �

� 1
12

tr½T4ð1ÞabH2
aa0T3

a0b0ταbb0τ � þ 1
12

tr½T4ð1ÞabE2
aa0T3

a0b0A1
bb0τ �

� 1
12
tr½T4ð1ÞabE2

bb0T3
a0b0A1

aa0τ � þ 1
8
tr½T4ð2ÞabA2

bb0T3
a0b0Caa0τ �

� 1
8
tr½T4ð2ÞabCbb0T3

a0b0τA2
aa0τ � þ 1

12
tr½T5

abE2
aa0T2

a0b0A2
bb0τ �

� 1
12

tr½T5
abE2

bb0T2
a0b0A2

aa0τ �
o

ð37Þ

Eaa
0bb0

disp ðR�10Þ ¼ � UAUB

UA þ UB

1
36

tr½T4ð1ÞabRbb0T4ð1Þa
0b0ταaa0τ �

�

þ 1
36

tr½T4ð1ÞabRaa0T4ð1Þa
0b0ταbb0τ � þ 1

36
tr½T2

abE1
bb0T6

a0b0E1
aa0τ �

þ 1
36

tr½T6
abE2

bb0T2
a0b0E2

aa0τ � þ 1
36

tr½T4ð1ÞabE2
bb0T4ð1Þa

0b0E1
aa0τ �

þ 1
36

tr½T4ð1ÞabE2
aa0T4ð1Þa

0b0E1
aa0τ � þ 1

24
tr½T3

abCbb0T5
a0b0E1

aa0τ �

þ 1
24

tr½T3
abCaa0T5

a0b0E1
bb0τ � þ 1

24
tr½T5

abE2
bb0T3

a0b0Caa0τ �

þ 1
24

tr½T5
abE2

aa0T3
a0b0Cbb0τ � � 1

24
tr½T3

abH1
bb0T5

a0b0τA1
aa0τ �

� 1
24

tr½T3
abH1

aa0T5
a0b0τA1

bb0τ � � 1
24

tr½T5
abH2

bb0T3
a0b0τA2

aa0τ �

� 1
24

tr½T5
abH2

aa0T3
a0b0τA2

bb0τ � � 1
24

tr½T4ð1ÞabH2
bb0T4ð2Þa

0b0τA1
aa0τ �

� 1
24

tr½T4ð1ÞabH2
aa0T4ð2Þa

0b0τA1
bb0τ � � 1

24
tr½T4ð2ÞabH1

bb0T4ð1Þa
0b0τA2

aa0τ �

� 1
24

tr½T4ð2ÞabA2
bb0T4ð1Þa

0b0τH1
aa0τ � þ 1

16
tr½T4ð2ÞabCbb0T4ð2Þa

0b0Caa0τ �
o

ð38Þ
In eqs 35�38,T3 is a 3� 9 tensor, T4(1) is a 3� 27 tensor, T4(2)

is a 9� 9 tensor,T5 is a 9� 27 tensor, andT6 is a 27� 27 tensor.
The use of the tensors, as opposed to isotropic values of the
polarizabilities, allows one to retain the full anisotropic character
of the equations. The effect of anisotropy was previously shown
by us to contribute as much as 30% to the dispersion energy;17,18

neglecting of the anisotropy results in a loss of all of the terms
involving A, E, and H and also results in lower values of terms
involving α, C, and R.

The average excitation energies UA and UB are approximated
by

UA ¼ 2
3

∑
a ∈ A

μ2a
� �

XDM

∑
a ∈ A

αiso
a

ð39Þ

where Æμa2æXDM is the expectation value of the square of the
atomic exchange-hole dipole moment19 and αa

iso is the isotropic
value of the (local) atomic polarizability,36 both obtained using
the iterative Hirshfeld method.34 Note that in our previous
pairwise additive model17,18,23 the excitation energies were
atomic properties, located inside the summation over the atoms.
This difference prevents us from making a direct comparison
with previously obtained results in order to evaluate the effect of
the elimination of the pairwise additivity. The downside of the
elimination of the pairwise additivity is the formalO (N4) scaling
as opposed to theO (N2) scaling in the pairwise additive model.

However, the steep R�n dependence of the dispersion energy
expression can be exploited in order to reduce the scaling
behavior to O (N2) in larger systems.

Finally, it should be noted that while in the derivation
presented here we have used the primitive form of the quadru-
pole and octupole moments, an analogue derivation can be made
using the traceless definition of these properties, leading to
expressions similar to eqs 34�38 and identical numerical results
for the dispersion energy.

3. COMPUTATIONAL DETAILS

The geometries of the dimers considered in this work were
taken from the S2245 and SCAI46 data sets as well as from ref 18,
where all high level interaction energies were obtained at the
CCSD(T)/CBS level. The evaluation of dispersion energies is
done for the B3LYP functional using the aug-cc-pVTZ and 6-311
++G(2df,p) basis sets. This is achieved in three steps: In the first
step, the molecular multipole polarizabilities of the monomers
are calculated by performing single point calculations with the
multipole fields applied in the positive and negative directions
with the strength of 0.0001 au using the B3LYP/aug-cc-pVTZ
and B3LYP/6-311++G(2df,p) functional and basis set combina-
tions in the Gaussian 09 program.47 Consequently, the first order
perturbed density matrices are obtained using the finite field
method in the BRABO program.49 In the second step, the
multipole polarizabilities are partitioned into atomic contribu-
tions using the STOCK program.48 In the last step, the disper-
sion energies are calculated using the ATDISP program.23 The
interaction energies at the DFT level are obtained using Gaussian
09 with the B3LYP/aug-cc-pVTZ and B3LYP/6-311++G(2df,p)
functional and basis set combinations, utilizing the counterpoise
method50 for correction of the basis set superposition error.

4. RESULTS AND DISCUSSION

As an initial test of the performance of the proposed model,
the interaction energies of 34 van derWaals dimers are compared
with data obtained at the CCSD(T)/CBS level of theory. The
dimers in the test set are gathered from three different databases,
namely the S22 database for benchmark on noncovalent
complexes,45 the SCAI data set containing amino acid side chain
interactions,46 and several complexes optimized by the present
authors in previous work.18 Since the present model does not
take into account the repulsive effect of exchange at shorter
distances and no damping function has been implemented at this
point, only dimers with sufficiently large interatomic distances
are considered, i.e., only dispersion and/or induction bonded
dimers. The evaluation of the performance of the model for
systems stabilized by shorter-ranged interactions such as hydro-
gen bonds is postponed to a later stage.

The total interaction energy is obtained by supplementing the
BSSE-corrected DFT interaction energy by the dispersion en-
ergy obtained using the BH-DFT-Dmodel. Whereas the electro-
static and induction interactions between the monomers are
generally assumed to be modeled correctly by (semi)-local
exchange functionals, the performance of the functionals for
the description of dispersion interactions varies substantially.
In order to prevent double-counting, one wishes to utilize a
functional which is quasi “dispersion free”. In our previous
work,18 we have observed that the B3LYP functional conse-
quently predicts repulsive interaction energies for pure disper-
sion-bonded complexes, while, for example the PBE functional



130 dx.doi.org/10.1021/ct200718y |J. Chem. Theory Comput. 2012, 8, 125–134

Journal of Chemical Theory and Computation ARTICLE

already recovers a part of the dispersion energy. For this reason,
all “pure” DFT interaction energies in this work are obtained
using the B3LYP functional. In ref 17, we have also shown that
the dispersion energy is not sensitive to the nature of the
functional: very similar dispersion energies were obtained using
B3LYP, PBE, and TPSS functionals. Although the precise equations
of the model are different in the current work due to, among other
things, elimination of the pairwise additivity, we expect the
robustness of the model with respect to the choice of the
exchange-correlation functional to remain since itmainly depends
on the reproduction of static multipole polarizability values. On
the other hand, the effect of the size of the basis set utilized for the

calculation of the pure DFT interaction energies and the multi-
pole polarizabilities is investigated by examining a large (aug-cc-
pVTZ) and a medium-sized (6-311++G(2df,p)) basis set.

The interaction energies of the selected dimers are listed in
Table 1. The difference between the pure B3LYP interaction
energies calculated using the aug-cc-pVTZ and the 6-311++G-
(2df,p) basis sets is mostly small, with a mean absolute error of
0.03 kcal/mol. The interaction energies obtained with the smaller
basis set are mostly slightly higher. The largest deviations are
observed for the three induction-bonded dimers C6H6�H2O,
C6H6�NH3, and C6H6�HCN where the B3LYP interaction
energy is already attractive: the values obtained using the 6-311+

Table 1. The Interaction Energies of a Set of van der Waals Dimersa

aug-cc-pVTZ 6-311++G(2df,p)

dimer CCSD(T)/CBS B3LYP BH-B3LYP-D B3LYP BH-B3LYP-D

He2
(a) �0.02 0.04 �0.00 0.05 0.03

He�Ne(a) �0.04 0.04 �0.02 0.04 0.02

He�Ar(a) �0.06 0.07 �0.02 0.08 0.03

Ne2
(a) �0.07 0.05 �0.05 0.03 �0.03

Ne�Ar(a) �0.12 0.02 �0.14 0.07 �0.03

Ar2
(a) �0.27 0.17 �0.19 0.17 �0.08

He�N2 L-shaped
(a) �0.04 0.09 �0.01 0.10 0.05

He�N2 T-shaped
(a) �0.06 0.11 �0.03 0.12 0.06

He�FCl(a) �0.10 0.07 �0.07 0.08 0.01

FCl�He(a) �0.13 0.05 �0.34 0.06 �0.16

Ne�CH4
(a) �0.18 0.16 �0.20 0.15 �0.07

CH4�C2H4
(a) �0.45 0.40 �0.56 0.39 �0.33

SiH4�CH4
(a) �0.82 0.55 �1.03 0.59 �0.47

(OCS)2
(a) �1.76 0.76 �1.71 0.74 �1.05

C6H6�CH4
(b) �1.50 0.77 �1.72 0.76 �1.12

CH4�CH4
(b) �0.53 0.38 �0.49 0.40 �0.19

(C2H4)2
(b) �1.51 0.49 �1.68 0.51 �0.87

(C4H4N2)2
(b) �4.42 2.44 �4.52 2.49 �3.83

C2H4�C2H2
(b) �1.53 �0.66 �1.94 �0.64 �1.70

C6H6�H2O
(b) �3.28 �1.20 �4.03 �1.36 �3.49

C6H6�NH3
(b) �2.35 �0.11 �2.67 �0.18 �2.16

C6H6�HCN(b) �4.46 �1.98 �4.86 �2.06 �4.23

(C6H6)2 parallel-displaced
(b) �2.73 3.70 �3.59 3.75 �3.07

(C6H6)2 T-shaped
(b) �2.74 0.98 �2.64 0.96 �1.89

C6H6�C8H7N T-shaped(b) �5.73 �0.55 �5.55 �0.54 �4.61

Ala�Leu(c) �1.07 0.84 �1.21 0.88 �0.66

Ile�Ile(c) �1.24 0.72 �1.21 0.75 �0.75

Ile�Leu(c) �1.39 0.41 �0.90 0.43 �0.65

Leu�Gly(c) �0.77 0.26 �0.48 0.27 �0.27

Leu�Leu(c) �1.62 0.40 �0.93 0.43 �0.72

Leu�Thr(c) �1.09 0.37 �0.85 0.39 �0.60

Met�Met(c) �2.03 1.69 �2.36 1.74 �1.47

Val�Leu(c) �1.08 0.40 �0.84 0.42 �0.57

Val�Val(c) �1.39 0.75 �1.41 0.80 �1.03

MAE 0.20 0.36

MAX 0.86 �1.12

R 0.98 0.97
aThe side chains of the amino acids are noted by the standard three letter codes. The geometries and reference data are obtained from refs 18(a), 45(b),
and 46(c). The dispersion corrected values are calculated using eqs 34�38. All interaction energy values are given in kcal/mol. MAE is the unsignedmean
absolute error. MAX is the signed maximal absolute error, and R is the correlation coefficient.
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+G(2df,p) basis set are lower by �0.17 kcal/mol for the C6H6�
H2O dimer and �0.08 kcal/mol for the C6H6�NH3 and C6H6�
HCN dimers.

In contrast to the B3LYP interaction energies, the dispersion
energies obtained using the two basis sets vary significantly and,
as a result, also the total BH-B3LYP-D interaction energy values.
The dispersion energies obtained using the smaller basis set are
considerably smaller, underestimated by an average 30.2%. This
is reflected in the (unsigned) mean absolute error (MAE) and
(signed) maximum absolute error (MAX) listed in Table 1 and
the linear regression coefficients shown in Figure 1 for the aug-cc-
pVTZ basis set and in Figure 2 for the 6-311++G(2df,p) basis set.
Despite the underestimation of the dispersion energy values, the
regression coefficient for the 6-311++G(2df,p) is very high (R =
0.97). The MAE and MAX values, on the other hand, are
considerably higher for 6-311++G(2df,p) than for the larger
basis set. It should be noted that while the largest error for the
6-311++G(2df,p) basis set is for the C6H6�C8H7N T-shaped
dimer, where the BH-B3LYP-D interaction energy is under-
estimated by �1.12 kcal/mol compared to the CCSD(T)/CBS
value, the largest error for BH-D3LYP/aug-cc-pVTZ is an over-
estimation of the interaction energy of the (C6H6)2 parallel-
displaced dimer. The origin for this overestimation lies in the
significant contribution of the exchange at the van der Waals
minimum: this is reflected in the relative values of the disperion
energy series for this system, where Edisp(R

�6)≈ Edisp(R
�8) (cf.

Figure 3 below). This indicates that the series crossed the point
of convergence and the exchange-uncorrected multipole expan-
sion becomes invalid. A similar situation is encountered for the
induction-bonded C2H4�C2H2 dimer. Other overestimation
errors are found in induction-bonded dimers C6H6�H2O,
C6H6�NH3, and C6H6�HCN, as well as the Met�Met dimer.
Note that for the smaller basis set, the lower pureDFT interaction
energies mentioned above for the induction bonded dimers,
combined with the smaller dispersion energies values, result in
an error compensation for the total BH-B3LYP-D/6-311++G-
(2df,p) interaction energy. The largest underestimation errors for
the aug-cc-pVTZ basis set are observed for the amino acid side
chain dimers involving the aliphatic amino acid leucine (Leu),
with the largest error found for the Leu�Leu dimer. A possible
explanation is the underestimation of the multipole polarizabil-
ities of this amino acid, requiring a larger basis set.

The underestimation of the dispersion energy values calcu-
lated with the smaller basis set are directly related to the smaller
polarizability values, as can be seen from the molecular isotropic
dipole, quadrupole, and octupole polarizability values summar-
ized in Table 2. Herein, the isotropic polarizabilities are defined

as αiso = 1/3∑iαii,Ciso = 1/9∑ijCijij, andRiso = 1/27∑ijkRijkijk. One
can see that the polarizability values are significantly smaller
when calculated using the smaller 6-311++G(2df,p) basis set.
The underestimation of values is in particular large for the
octupole polarizabilities, where on average only 70% of the value
is recuperated using the smaller basis set. It is also noteworthy
that the underestimation of the values is larger for the smallest
systems, i.e., the rare gas atoms. However, the correlation
between the polarizability values obtained using the two basis
sets is very high, resulting also in a high correlation between the
dispersion energies obtained using the two basis. This indicates
that an extrapolation procedure to a complete basis set limit
should be possible for the polarizabilities, allowing to obtain
more accurate dispersion energies. Alternatively, one can adapt
the approach developed by Chong,51 who constructed specific
basis set extensions, with a limited number of additional func-
tions, for the specific goal of obtaining dynamic polarizabilities
similar to values obtained at the complete basis set limits. Such
procedures are not only desirable for reduction of the computa-
tional effort, as calculation of polarizabilities using large basis sets
is expensive. They are also desirable in order to avoid numerical
stability problems of the finite field procedure used to obtain the
perturbed density matrices of the monomers: in larger systems,
the convergence of the SCF procedure in the presence of an
octupole field can become problematic, as was observed for
several dimers from the S2245 and SCAI46 benchmark sets,
excluded from the current study for this reason.

The contributions of the five calculated terms in the dispersion
energy series for each examined dimer, calculated at the BH-
B3LYP-D/aug-cc-pVTZ level, are summarized in Table 3 and
graphically illustrated in Figure 3. In Figure 3, the dimers are
ordered as in Table 3 from the lowest to the highest dispersion
energies in absolute value and the contribution of each term in
the series is displayed in percentage. For the smallest dimers, the
Edisp(R

�6) term accounts for the largest part of the dispersion
energy but the contribution of the Edisp(R

�8) and Edisp(R
�10)

terms increases with the size of the system and the dispersion
energy. In the largest systems, the Edisp(R

�10) contributes as
much as 20%, and further study is necessary in order to determine
whether this increasing trend will converge. It is possible that a
damping function accounting for the effect of exchange on the
dispersion energy will reduce the relative contribution of the
higher terms. The size of the uneven terms Edisp(R

�7) and
Edisp(R

�9) fluctuates as it is directly connected to the degree of
the anisotropic character in the system: their values are equal to
zero for the spherically symmetric rare gas dimers and become
increasingly more important in the larger and more anisotropic

Figure 1. The linear regression parameters for the BH-B3LYP-D/aug-
cc-pVTZ model. All values are in kcal/mol.

Figure 2. The linear regression parameters for the BH-B3LYP-D/6-311
++G(2df,p) model. All values are in kcal/mol.
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system where they together contribute up to 40% of the dispersion
energy.The relative effect of the anisotropy is expected to remain also

after the inclusion of the damping function. For the most systems,
one also observes a converging trend in the dispersion energy series

Table 2. The Isotropic Dipole (αiso), Quadrupole (Ciso) and Octupole (Riso) Polarizabilities (in au), Calculated Using the B3LYP
Functional and the aug-cc-pVTZ and 6-311++G(2df,p) Basis Setsa

αiso Ciso Riso

monomer aug-cc-pVZZ 6-311++G(2df,p) aug-cc-pVTZ 6-311++G(2df,p) aug-cc-pVTZ 6-311++G(2df,p)

He 1.47 0.64 0.99 0.43 2.05 0.13

Ne 2.52 1.49 2.91 2.24 6.08 3.04

Ar 11.14 7.89 19.78 15.36 97.27 48.36

N2 12.06 11.03 40.91 30.30 145.03 103.21

FCl 18.36 14.73 62.62 45.66 319.62 209.96

CH4 17.06 15.33 60.18 43.70 372.62 267.63

C2H2 23.87 20.92 96.18 76.10 585.48 392.15

C2H4 28.28 26.28 138.99 113.03 1198.09 955.59

C6H6 69.53 67.38 658.90 609.72 7801.84 7066.37

C4H4N2 59.36 57.72 513.48 472.50 5407.16 4868.19

SiH4 32.18 28.65 176.04 130.82 1502.42 1014.32

OCS 34.57 30.83 178.81 142.83 1758.48 1429.94

H2O 9.77 7.60 21.76 14.70 115.41 63.27

NH3 14.48 12.01 41.71 29.48 274.68 181.17

C8H7N 103.16 100.64 1392.48 1313.57 29082.92 27025.50

HCN 17.50 15.81 61.75 49.92 434.64 337.03

Ala 29.28 27.45 180.85 152.31 1644.78 1322.04

Leu 66.40 64.62 862.66 807.21 13697.17 12572.92

Ile 65.90 64.13 850.70 796.26 12723.07 11642.16

Gly 17.17 15.32 60.75 44.16 381.30 275.95

Thr 46.64 44.88 439.33 398.42 4932.69 4326.18

Met 76.11 73.39 1046.07 965.80 19445.89 17430.75

Val 53.96 52.34 554.09 510.07 7075.44 6355.31

R 0.9995 0.9997 0.9998
a R is the correlation coefficient between the values calculated using the two basis sets.

Figure 3. The contribution in percentage of the different terms E(R�n), n = 6�10, to the total dispersion energy of the examined dimers. The dimers are
ordered, as in Table 3, from the smallest to the largest dispersion energy in absolute value.
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at the van der Waals minimum, where Edisp(R
�6) > Edisp(R

�8) >
Edisp(R

�10), indicating that the effect of exchange at these geometries
is not dominant, with the exception of the (C6H6)2 parallel-displaced
and the C2H4�C2H2 dimers, as discussed above.

5. SUMMARY AND CONCLUSIONS

In conclusion, we have presented a new combined Buckingham�
Hirshfeld model (BH-DFT-D) for the evaluation of dispersion
energies at the DFT level. By introducing a pairwise additive
Coulomb interaction operator at the beginning of the derivation
and defining distributed static multipole polarizability tensors
within the framework of the iterative Hirshfeld method,33,34,36 a
four-centered dispersion energy correction to the interaction energy
is obtained. Themodel constitues, as such, an improvement on our
previous work,17,18,23 due to the elimination of the pairwise additivity
assumption of the dispersion energy. Furthermore, by making use of
atomic polarizability tensors obtained from the ab initio molecular
polarizabilities of the monomers, the full anisotropic character of the
dispersion interaction is preserved. The model in its present form is

suitable for application on dimers with no or only negligible overlap
between the densities of the monomers.

Themodel is tested for a collection of 34 van derWaals dimers
at equilibrium geometries by comparing the BH-B3LYP-D
interaction energies with high level data obtained at the CCSD-
(T)/CBS level. The results obtained using the aug-cc-pVTZ
basis set are found to be in good agreement with high level data,
with amean absolute error of 0.20 kcal/mol. The results obtained
using the 6-311++G(2df,p) in general underestimate the disper-
sion energy due to the underestimation of the multipole polar-
izabilities of the monomers, in particular the octupole po-
larizability. The results can be further improved by extrapola-
tion of the polarizability values to the complete basis set limit.
The effect of the anisotropic terms E(R�7) and E(R�9) is found
to be of increasing importance in the larger systems, contributing
asmuch as 40% to the total dispersion energy value. The necessity
of a damping function to compensate for the repulsive contribu-
tion of electron exchange to the dispersion energy is observed for
several dimers, where the multipole expansion of the Coulomb

Table 3. Contribution of the Separate TermsEdisp(R
�n), n = 6�10, to theDispersion Energy, CalculatedUsing the BH-B3LYP-D/

aug-cc-pVTZ Method (All Values in kcal/mol)

dimer Edisp(R
�6) Edisp(R

�7) Edisp(R
�8) Edisp(R

�9) Edisp(R
�10) Edisp

He2 �0.03 0.00 0.00 0.00 0.00 �0.04

He�Ne �0.05 0.00 �0.01 0.00 0.00 �0.06

He�Ar �0.07 0.00 �0.02 0.00 0.00 �0.09

Ne2 �0.07 0.00 �0.02 0.00 0.00 �0.10

He�N2 L-shape �0.06 �0.01 �0.02 �0.01 0.00 �0.10

He�N2 T-shaped �0.09 0.00 �0.03 0.00 �0.01 �0.13

He�FCl �0.09 0.00 �0.03 �0.01 �0.01 �0.14

Ne�Ar �0.12 0.00 �0.03 0.00 �0.01 �0.16

FCl�He �0.19 �0.05 �0.02 �0.03 �0.04 �0.34

Ne�CH4 �0.18 �0.06 �0.07 �0.02 �0.03 �0.36

Ar2 �0.26 0.00 �0.08 0.00 �0.03 �0.37

Leu�Gly �0.32 �0.15 �0.13 �0.07 �0.06 �0.74

CH4�CH4 �0.35 �0.18 �0.17 �0.08 �0.09 �0.88

CH4�C2H4 �0.38 �0.11 �0.24 �0.11 �0.11 �0.95

Leu�Thr �0.42 �0.28 �0.21 �0.16 �0.14 �1.22

Val�Leu �0.42 �0.28 �0.21 �0.19 �0.14 �1.24

C2H4�C2H2 �0.49 0.01 �0.48 �0.08 �0.24 �1.28

Ile�Leu �0.48 �0.31 �0.24 �0.16 �0.12 �1.31

Leu�Leu �0.51 �0.31 �0.25 �0.15 �0.11 �1.34

SiH4�CH4 �0.55 �0.35 �0.31 �0.18 �0.18 �1.58

Ile�Ile �0.59 �0.44 �0.34 �0.32 �0.23 �1.92

Ala�Leu �0.64 �0.45 �0.38 �0.30 �0.27 �2.05

Val�Val �0.76 �0.36 �0.46 �0.29 �0.29 �2.16

(C2H4)2 �0.75 �0.48 �0.42 �0.28 �0.25 �2.18

(OCS)2 �1.17 �0.11 �0.72 �0.11 �0.36 �2.47

C6H6�CH4 �0.89 �0.13 �0.69 �0.40 �0.38 �2.50

C6H6�NH3 �0.95 �0.14 �0.73 �0.36 �0.37 �2.56

C6H6�H2O �0.96 �0.21 �0.82 �0.40 �0.45 �2.84

C6H6�HCN �0.96 �0.16 �0.90 �0.53 �0.32 �2.87

(C6H6)2 T-shaped �1.21 �0.20 �1.11 �0.72 �0.36 �3.62

Met�Met �1.24 �0.70 �0.83 �0.59 �0.70 �4.05

C6H6�C8H7N T-shaped �1.45 �0.45 �1.27 �1.03 �0.80 �5.00

(C4H4N2)2 �2.10 �0.60 �1.93 �1.02 �1.31 �6.96

(C6H6)2 parallel-displaced �1.91 �0.78 �1.94 �1.20 �1.46 �7.29
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operator becomes divergent already at the van der Waals mini-
mum. The next development steps of the model will consist of
designing a damping function for shorter distances, derivation, or
analytical gradients and generalization of the model to intramo-
lecular dispersion interactions in macromolecules.
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ABSTRACT: In the current work, we performed a systematic study of the CxHxP4�x (x = 0�4) series using an unbiased CK global
minimum and low-lying isomers search for the singlet and triplet P4�C4H4 species at the B3LYP/6-31G** level of theory. The
selected lowest isomers were recalculated at the CCSD(T)/CBS//B3LYP/6-311++G** level of theory.We found that the transition
from a three-dimensional tetrahedron-like structure to a planar structure occurs at x = 3, where planar isomers become much more
stable than the tetrahedral structures due to significantly stronger π bonds between carbon atoms in addition to increasing strain
energy at the carbon atom in the tetrahedral environment.

1. INTRODUCTION

Benzene is by far the most stable isomer for C6H6 stoichiom-
etry, with benzvalene and prismane being more than 70 kcal/mol
higher in energy.1 A valence isoelectronic hexaphosphabenzene,
on the other hand, is not planar in its most stable benzvalene-like
structure. It was recently shown that the transition from the
three-dimensional benzvalene-like structure to the planar ben-
zene-like structure in the CxHxP6�x (x = 0�6) series occurs at x
= 4.2 In our current investigation, we analyze structural transfor-
mations in the CxHxP4�x (x = 0�4) series upon the substitution
of a phosphorus atom by the valence isolelectronic C�H group.
We demonstrated that P4 and CHP3 possess the tetrahedron-like
global minimum structures. For the C2H2P2 stoichiometry, we
found the two most stable structures: derivative of triafulvene
and tetrahedron-like, being almost degenerate. For the C3H3P
and C4H4 stroichiometries, we determined that the global
minimum structures are vinylacetylene-like. Thus, the 3D�2D
transition in the considered series occurs at x = 3.We believe that
stronger π bonds between carbon atoms as well as increasing
strain energy are responsible for this 3D�2D transition.

2. THEORETICAL METHODS AND COMPUTATIONAL
DETAILS

A computational search for the global minima structures of
P4, CHP3, C2H2P2, C3H3P, and C4H4 stoichiometries with
singlet and triplet electronic states was performed using
the Coalescence Kick (CK) program written by Averkiev.3

In the CK method, a random structure is first checked for
connectivity: if all atoms in the structure belong to one fragment,
then the structure is considered as connected, and the Berny
algorithm4 for geometry optimization procedure is applied to it.
However, in most cases, a randomly generated structure is
fragmented; that is, the structure contains several fragments
nonbonded with each other including cases with just one atom
not being connected. In these cases, the coalescence procedure
is applied to the fragmented structure—all of the fragments are
pushed to the center of mass simultaneously. The magnitude

of shift should be small enough so that atoms do not approach
each other too closely but large enough so that the procedure
converges in a reasonable amount of time. In the current version
of the CK program, a 0.2 Å shift is used. The obtained structure
is checked for connectivity again, and the procedure repeats.
When two fragments approach each other close enough, they
“coalesce” to form a new fragment, which will be pushed as a
whole in the following steps. Obviously, at some point, all
fragments are coalesced. This method does not deal with cases
when, in a randomly generated structure, two atoms are too
close to each other. To avoid this problem, the initial structures
are generated in a very large box with all three linear dimensions
being 4* (the sum of atomic covalent radii). Hence, usually an
initially generated random structure consists of separated atoms
as initial fragments. The current version of the program is
designed for the global minimum searches of both single
molecules of desired composition and complexes of molecules
like solvated anions (e.g., SO4

2�
3 4H2O),5,6 where the initial

geometry of each molecular unit is specified in the input file. In
the latter case, the two molecular units of the complex are
considered as connected in a fragment if the distances between
two of their atoms are less than the sum of the corresponding
van der Waals radii.

The CK calculations were performed at the B3LYP level of
theory7�9 using the 6-31G** split-valence basis set.10 Low-lying
isomers were reoptimized with followup frequency calculations at
the B3LYP level of theory using the 6-311++G** basis set.11�14

Tetrahedron-like and cyclobutadiene-like structures for every
stoichiometry were also reoptimized using the CCSD(T) meth-
od15�17 and the 6-311++G** basis set. The final relative energies of
the found low-lying isomers were calculated at the CCSD(T)/CBS
level by extrapolating CCSD(T)/cc-pvDZ and CCSD(T)/cc-
pvTZ18�22 to the infinite basis set using the Truhlar formula.23,24

We also calculated relative energies of the two lowest-lying isomers
for every stoichiometry at the CCSD(T)/cc-pvQZ level of theory.

Received: October 14, 2011
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A chemical bonding analysis was performed using Adaptive
Natural Density Partitioning (AdNDP)25,26 and Natural Bond
Orbital (NBO) analysis.27,28 The AdNDP approach leads to
partitioning of the charge density into elements with the lowest
possible number of atomic centers per electron pair: n-center�
two-electron (nc�2e) bonds, including core electrons, lone
pairs, 2c�2e bonds, etc. If some part of the density cannot be
localized in this manner, it is represented using completely
delocalized objects, similar to canonical MOs, naturally incor-
porating the idea of the completely delocalized bonding. Thus,
AdNDP achieves a seamless description of different types of
chemical bonds. The density matrix in the basis of the natural
atomic orbitals as well as the transformation between atomic
orbital and natural atomic orbital basis sets was generated at the
B3LYP/6-31G** level of theory by means of the NBO 3.1
code29 incorporated into Gaussian 09. It is known that the
results of the NBO analysis do not generally depend on the
quality of the basis set, so the choice of the level of theory for
the AdNDP analysis is adequate. All ab initio calculations were
done using the Gaussian 09 program.30 Molecular structure
visualization was performed with theMolden 3.431 andMolekel
5.4.0.832 programs.

3. RESULTS AND DISCUSSION

P4 Isomers. The P4 tetrahedron is known to be a very stable
form of phosphorus, and vapor up to 800 �C over phosphorus is
completely composed of tetrahedrons.33 According to our
calculations for singlet and triplet states, the singlet P4 tetrahedral
structure is indeed the global minimum structure I.1 (Figure 1)
with the butterfly structure I.2 being 52.3 kcal/mol higher (for P4
structures, relative energies are given at CCSD(T)/CBS//
CCSD(T)/6-311+G*). The lowest triplet state isomer I.3 is
60.3 kcal/mol higher than the global minimum. Quasi-planar
rectangular tetraphosphacyclobutadiene I.4 was found to be 62.1
kcal/mol higher in energy than the tetrahedral P4 (Figure 1).
The planar structure I.6 was found to be a minimum at

B3LYP/6-311+G* but is a first-order saddle point at CCSD-
(T)/6-311+G*. Geometry optimization following an imaginary
frequency mode leads to the slightly nonplanar structure I.4. Our
results are in agreement with calculations reported by Sherer.34

The only difference is that the planar structure I.6 is not a
minimum in our calculations. The distortion of the structure I.6
into the structure I.4 along the au imaginary mode occurs due to
the pseudo-Jahn�Teller effect (PJT),35,36 resulting from vibro-
nic coupling of HOMO�2 (2b1u) and LUMO (1b1g). Indeed,
the direct product of their symmetries is the symmetry of the
imaginary mode:

b1u X b1g ¼ au ð1Þ

Thus, the symmetry rule37 for the PJT effect is satisfied, as is the
second condition:37 the symmetry of the imaginary mode (au) of
the D2h structure corresponds to the totally symmetric (a) mode
in the distorted D2 isomer. The HOMO�2 and LUMO gap is
8.48 eV (HF/cc-pvTZ//B3LYP/6-311+G*).
CHP3 Isomers.Our CK global minimum search for the singlet

and triplet CHP3 stoichiometries revealed that the tetrahedral
structure II.1 (Figure 2) is the global minimum, and it is
significantly more stable than the alternative singlet and triplet
structures.
The second lowest isomer, a phosphorus derivative of vinyla-

cetylene (structure II.2), is 35.8 kcal/mol higher in energy than
the global minimum structure. The cyclobutadiene-like structure
II.5 is 39.5 kcal/mol (here and elsewhere, relative energies of the
isomers are given at CCSD(T)/CBS//B3LYP/6-311++G**)
higher in energy (Figure 2), but it is now a minimum at both
B3LYP/6-311++G** and CCSD(T)/6-311++G**. Apparently,
the substitution of one P atom by the C�H group in tetrapho-
sphacyclobutadiene completely quenched the PJT effect. Sur-
prisingly, the UMO�OMO gap in the lowest isomer of CHP3
that is responsible for out-of-plane distortion is actually slightly
smaller (8.34 eV) than the corresponding gap in P4. Therefore,
the simple consideration of PJT may not be always applicable.
However, we found in our previous works that the simple PJT
consideration worked rather well.2,38,39 We were not able to find
any theoretical or experimental data regarding CHP3 isomers in
the literature.
C2H2P2 Isomers. The CK search for the global minima of the

singlet and triplet C2H2P2 species revealed that the potential
energy surface has more low-lying structures than that of P4 and
CHP3 with the lowest structure III.1 (Figure 3), which can be
considered as derivative of triafulvene.

Figure 1. Representative optimized structures of P4, their point group
symmetries, spectroscopic states, and ZPE-corrected (CCSD(T)/6-311
+G*) relative energies (CCSD(T)/CBS//CCSD(T)/6-311+G*).

Figure 2. Representative optimized structures of CHP3, their point
group symmetries, spectroscopic states, and ZPE-corrected (B3LYP/6-
311++G**) relative energies (CCSD(T)/CBS//B3LYP/6-311++G**).
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The tetrahedron-like structure III.2 is the second lowest
isomer, being just 2.3 kcal/mol higher in energy, and this energy
difference is too small to make a definite decision of which of
these two structures is the true global minimum. The vinylace-
tylene-like structures III.3�III.7 are the next set of low-lying
isomers, with the relative energies being 8.9�14.7 kcal/mol
above the global minimum structure. The cis-diphosphacyclo-
butadiene isomer III.8 is 19.0 kcal/mol higher than isomer III.1
and 16.7 kcal/mol higher in energy than isomer III.2 (Figure 3).
The trans-diphosphacyclobutadiene isomer III.15 is 25.9 kcal/mol
higher than isomer III.1 and 23.6 kcal/mol higher than isomer
III.2. The lowest triplet isomer III.9 was found to be 19.2 kcal/mol

higher in energy than the global minimum. Our results are in
agreement with previously reported computational data.40

C3H3P Isomers. From our CK search for the global minimum
structure of the singlet and triplet C3H3P stoichiometries, we
found that the derivative of vinylacetylene (IV.1) is the global
minimum (Figure 4), with its other derivatives being the second
(IV.2), third (IV.3), and fourth (IV.4) lowest isomers.
The phosphacyclobutadiene isomer IV.8 is more stable than

the tetrahedron-like isomer IV.9 by 2.8 kcal/mol (Figure 4).
Substitution of three P atoms by three C�H groups in tetrapho-
sphacyclobutadiene switched the relative stabilities of planar and
tetrahedron-like isomers. The tetrahedron-like isomer is much

Figure 3. Representative optimized structures of C2H2P2, their point group symmetries, spectroscopic states, and ZPE-corrected (B3LYP/6-311+
+G**) relative energies (CCSD(T)/CBS//B3LYP/6-311++G**).

Figure 4. Representative optimized structures of C3H3P, their point group symmetries, spectroscopic states, and ZPE-corrected (B3LYP/6-311++G**)
relative energies (CCSD(T)/CBS//B3LYP/6-311++G**).
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higher (by 34.6 kcal/mol) in energy than the global minimum
structure. The lowest triplet isomer IV.7 is 25.6 kcal/mol above
the global minimum. Hence, the 3D�2D transition occurs
between C2H2P2 and C3H3P. We are not aware of any experi-
mental or theoretical data for this system.
An opposite 2D�3D transition was observed in the series of

mixed boron�aluminum cluster ions, B6�nAln
2� (n = 0�6), and

their lithium salts.41 It was shown that the transition occurs late in
the series, at BAl5

2�, and that covalent bonding has an extra-
ordinarily resilient effect that governs the cluster shapemore than
delocalized bonding does.
C4H4 Isomers. The CK search for the global minima revealed

that there are a lot of interesting structures on the potential
surface of C4H4. The global minimum is well-known vinylacety-
lene (V.1, Figure 5).
Butatriene and methylenecyclopropene (V.2 and V.3,

Figure 5) are 7.6 and 23.7 kcal/mol higher in energy. Our
calculations at the CCSD(T)/CBS//B3LYP/6-311++G** level
show that cyclobutadiene (V.4) is the fourth lowest isomer and is
24.2 kcal/mol more stable than the tetrahedral structure (V.14).
The lowest triplet isomer V.6 was found to be 44.2 kcal/mol
higher than vinylacetylene. The triplet aromatic structure V.7 is
11.1 kcal/mol less stable than antiaromatic structure V.4. Our
highest-level relative energy values of C4H4 isomers are in a good
agreement with previous calculations.42,43

Chemical Bonding Pictures Revealed by AdNDP. In order
to interpret our results from the chemical bonding point of view,
we performed the AdNDP analysis for the global minimum
structures. The results of our analysis for these structures are
shown in Figure 6.
For the tetrahedral P4 molecule (I.1), the AdNDP analysis

revealed the expected six two-center, two-electron (2c-2e)
P�P σ bonds and a lone pair located on each phosphorus
atom (not shown in Figure 6), all with occupation numbers
(ON) being close to ideal values of 2.00 |e|. The tetrahedron-
like structures (II.1 and III.2) have seven 2c�2e (ON =
1.96�2.00 |e|) and eight 2c�2e (ON = 1.97�2.00 |e|)

σ bonds, respectively, as well as a lone pair on each P atom
(not shown in Figure 6). For the planar triafulvene-like
structure (III.1), we found six 2c�2e (ON = 1.87�2.00 |e|)
σ bonds and two 2c�2e (ON = 1.77�2.00 |e|) π bonds. The
results of our AdNDP analysis show that the number of π
bonds is increasing upon the substitution of P atoms by C�H
groups. This has a big influence on the stability of correspond-
ing structures (IV.1, V.1).
According to our systematic computational study, if we

consider the relative energies between teterahedral-like and
planar structures along the CxHxP4�x (x = 0�4) series upon
substitution of P atoms by the C�H groups, a transition from the
three-dimensional tetrahedron-like structures to the planar
structures occurs at x = 3. In this case, the increase in relative
stability of the planar structure is not related to aromaticity as it
was in the CxHxP6�x (x = 0�6) series, since in our case the
planar structures are not aromatic.
There are two main reasons for the switch in the relative

stabilities in the considered series along the substitution of
phosphorus atoms by the C�H groups. The first one is the
strain energy in the tetrahedron structure due to the smaller
valence angle at the vertex of the tetrahedron. It is much easier to
deform the angle at the phosphorus atom than at the carbon atom.
The reported strain energy in tetrahedron C4H4 (∼119.5 kcal/
mol)44 is significantly larger than that in tetrahedral P4 (∼14.34
kcal/mol).45 Hence, phosphorus structures with acute bonding
angles are less strained than carbon analogous structures.
The second factor for the 3D�2D transition is that π-bonding

between two carbons is stronger than P�P π-bonding due to a
larger overlap of atomic orbitals. The consideration of the
CxHxPx�4 (x = 0�4) series proves this statement, because the
increase in relative stability of the planar structure is not related
to aromaticity as it was in the CxHxP6�x (x= 0�6) series, since in
our case the planar global minimum structures are not aromatic.
In the planar vinylacetylene-like molecules, there are two σ
bonds less and three π bonds more compared to the tetrahe-
dron-like structures.

Figure 5. Representative optimized structures of C4H4, their point group symmetries, spectroscopic states, and ZPE-corrected (B3LYP/6-311++G**)
relative energies (CCSD(T)/CBS//B3LYP/6-311++G**).
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4. CONCLUSIONS

We presented a systematic study of the CxHxP4�x (x = 0�4)
series. We performed an unbiased CK global minimum and low-
lying isomers search for the singlet and triplet P4�C4H4 species
at the B3LYP/6-31G** level of theory. The selected lowest
isomers were recalculated at the CCSD(T)/CBS//B3LYP/6-
311++G** level of theory. In addition to that, we calculated
relative energies of two isomers at CCSD(T)/cc-pvQZ//
B3LYP/6-311++G**. Results at this level of theory are consistent
with CCSD(T)/CBS//B3LYP/6-311++G** extrapolations. We
found that the global minimum structures and low-lying isomers
always have the singlet electronic ground state. The transition
from a 3D structure to a 2D structure occurs at x = 3 (C3H3P),
where tetrahedron-like isomers become significantly more un-
stable than the planar structures.

From the discussion, one can see that six P�P σ bonds in the
tetrahedral structure I.1 are much more favorable than four P�P

σ bonds and two P�P π bonds in the quasi-planar structure I.4.
Along the series, upon substitution of P atoms by CH groups, the
relative stability of tetrahedron-like structures is diminishing, and
in C3H3P, the planar structure is now more stable than the
tetrahedral one, even though the planar molecules are not
aromatic. This analysis clearly demonstrates that the 3D�2D
transition in the discussed series occurs due to significantly
strongerπ bonds between carbon atoms in addition to increasing
strain energy at the carbon atom in the tetrahedral environment.
The importance of π bonding and high strain energy in carbon-
rich molecules can also been seen from the global minimum
structure IV.1 and structure IV.9, where in the last one the
number of σ bonds is increased to three and the number
of π bonds is reduced to three. Thus, in evaluating relative
stabilities of structures composed of carbon atoms and valence
isoelectronic species having phosphorus and silicon, one should
keep in mind that carbon-containing molecules would prefer to

Figure 6. Chemical bonding patterns of the (a) I.1, (b) II.1, (c) III.1, (d) III.2, (e) IV.1, and (f) V.1 global minimum structures revealed by AdNDP.
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maximize the number of π bonds and decrease their bonding
strain, whereas in the molecules containing third-row elements,
the acute bond angle at the vertex of the tetrahedral structure is
the most preferable, and weak π bonds would yield to stronger
σ bonds.
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ABSTRACT: Semiempirical quantum mechanical methods with corrections for noncovalent interactions, namely dispersion and
hydrogen bonds, reach an accuracy comparable tomuchmore expensivemethods while being applicable to very large systems (up to
10 000 atoms). These corrections have been successfully applied in computer-assisted drug design, where they significantly improve
the correlation with the experimental data. Despite these successes, there are still several unresolved issues that limit the applicability
of these methods. We introduce a new generation of both hydrogen-bonding and dispersion corrections that address these
problems, make the method more robust, and improve its accuracy. The hydrogen-bonding correction has been completely
redesigned and for the first time can be used for geometry optimization andmolecular-dynamics simulations without any limitations,
as it and its derivatives have a smooth potential energy surface. The form of this correction is simpler than its predecessors, while the
accuracy has been improved. For the dispersion correction, we adopt the latest developments in DFT-D, using the D3 formalism by
Grimme. The new corrections have been parametrized on a large set of benchmark data including nonequilibrium geometries, the
S66x8 data set. As a result, the newly developed D3H4 correction can accurately describe a wider range of interactions. We have
parametrized this correction for the PM6, RM1, OM3, PM3, AM1, and SCC-DFTB methods.

’ INTRODUCTION

Until very recently, semiempirical quantum mechanical (SQM)
methods were developed mainly to reproduce the thermochemical
properties of molecules. Because of the many approximations used
and since no greater attention has been paid to them, noncovalent
interactions have not been describedwell by the SQMmethods. On
the other hand, the SQM methods are the most efficient methods
that still use a quantummechanical description of the system, which
provides themwith several advantages over fully empiricalmolecular
mechanics (MM). For one, the SQMmethods are able to describe
quantum effects that are not covered by molecular mechanics;
another advantage is that SQM methods can be applied to any
molecule without previous parametrization. The SQM methods
can be derived from the ab initio Hartree�Fock (HF)method by
introducing further approximations, such as reduction of the
basis set to the absoluteminimum and neglect or simplification of
a large part of the integrals. To compensate for these approxima-
tions, additional empirical terms are added. The parameters, both
in the integrals and in the additional corrections, are either derived
directly from the experimental data or optimized to reproduce them.
Although not in the mainstream, the SQM methods are still evolv-
ing, and the recently published PM6,1 RM1,2 OM-x,3 and other
methods have brought substantial improvements over their pre-
decessors. When they are combined with linear scaling algorithms,
such as the localized orbital method MOZYME,4 it is possible to
calculate routinely whole proteins at the SQM level.

Two types of interactions that are difficult to describe using
the SQM methods are London dispersion and hydrogen bonds
(H-bonds), both of which are common in the studied systems

and crucial for obtaining accurate results. The London dispersion
can be described explicitly only by methods that account for
electron correlation. The SQM methods can include part of this
interaction by other means, through the parameters and core�
core potentials, but a major part of the dispersion is still missing.
Inmethods where the dispersion is missing completely, such as in
the HF or density functional theory (DFT), it can be easily added
as an a posteriori empirical correction (the resulting corrected
DFT is referred to as DFT-D). A pairwise potential based on the
physically sound c6/r

6 formula (where c6 is a coefficient deter-
mining the strength of the interaction and r is the interatomic
distance) scaled at short distances by a damping function has
proven to be a very effective solution. It is widely used in DFT
and has also been applied to the semiempirical methods,3,5 in
some cases in conjunction with a partial reparameterization of
the SQM method itself.

However, none of the resulting dispersion-corrected SQM
methods had been accurate enough to provide a quantitative
description of all of the types of noncovalent interactions until
corrections for both dispersion and hydrogen bonding were
applied. We were the first to develop a H-bond correction for the
SQM method,6 namely, PM6. In this approach, the correction
energy is a function of the hydrogen-bond distance and angle,
and of partial charges of the atoms involved in the H-bond. In
combination with a parametrization of a dispersion correc-
tion used previously in DFT, the resulting method (PM6-DH)

Received: October 25, 2011
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achieved an accuracy of less than 1 kcal/mol in small model
complexes.

The second generation of the correction7 (DH2) was devel-
oped to solve the problems of the first version. The dispersion
correction was modified in order to avoid double counting of the
dispersion energy already described by the underlying method.
This was achieved by scaling the whole dispersion term and a
specific scaling of the c6 coefficient for sp3-hybridized carbon. In
the H-bonding correction, discontinuities of the potential were
fixed, and additional geometrical parameters of the hydrogen
bond were added to avoid false contributions from atoms not
involved in a real H-bond and to improve the geometry of the
H-bond. The DH2 correction was parametrized for use with
multiple semiempirical methods, namely, PM6,1 AM1,8 OM3,3

and SCC-DFTB;9 the best results have been achieved with PM6.
The third generation of the correction10 (DH+) addresses two

problems of the DH2 correction. The first is the use of partial
atomic charges from the underlying semiempirical calculation in
the H-bond energy correction. The derivative of the charge with
respect to the coordinates, which is expensive to calculate, enters
the expression for the gradient of the correction. For practical
purposes, the derivative of the charges was assumed to be zero,
but this approximation cannot be used in some cases, such as in
accurate optimizations or in molecular dynamics. In the DH+
correction, the charges are no longer used, and the exact gradient
can be obtained easily. The second issue addressed is the fixed
definition of the hydrogen donor and acceptor atoms. In the DH2
formalism, a proton transfer along a hydrogen bond exhibits a
discontinuous PES. In the DH+ correction, the two potentials for
both the reactant and product are switched smoothly. The disper-
sion correction in the DH+ is identical to the one in DH2.

It is clear from this brief review that many problems have been
successfully solved during the development of the corrections for
the SQM methods. On the other hand, the complexity of the
H-bonding correction has grown substantially. The energy of
the DH2 and DH+ corrections depends not only on the atom
distances and angle of the H-bond but also on multiple other
internal coordinates. Not only does this make the actual calcula-
tion complicated, the main problem is in defining these coordi-
nates for different groups involved in the H-bond. In practical
implementation, this information on all of the possible H-bonds
in the system is stored in memory, making the calculation
inefficient for large molecules.

Additionally, twomore important points were neglected in the
construction of the DH+ correction. First, the earlier versions of
the H-bonding correction used the atomic charges and thus
naturally described strong hydrogen bonds involving charged
groups. In DH+, the same parameters are used for neutral and
charged H-bonds, which leads to an underestimation of the
interaction in charged systems. Second, the angular terms in both
DH2 andDH+ do not have smooth first derivatives, whichmakes
it impossible to optimize the geometry of some systems.

Despite the limitations described above, the PM6-DH2 meth-
od has been successfully applied to practical problems.11�14 It
was used for calculations of protein�ligand interactions in
computational drug design, yielding much better correlation
with the experimental data than an equivalent protocol based
on molecular mechanics. The great potential of the corrected
SQMmethods in this area and other possible applications has led
us to develop the corrections further.

Here, we propose the next generation of the H-bonding and
dispersion corrections for semiempirical methods. In theH-bond

correction, we have wanted to preserve the improvements
brought by the DH+ approach, solve its poor performance in
charged systems, and, importantly, simplify the form of the
correction. Unlike its predecessors, the new correction has not
only a smooth potential energy surface but also its first and
second derivatives. Another important feature is that the correction
potential is strictly local and does not have to be evaluated for more
distant potential H-bonds. This makes the computational expense
grow only linearly with the size of the calculated system. Finally, our
goal is to improve the accuracy, or at least keep it at the level of the
previous, more complex approaches. These developments are
summarized in Table 1, which lists the most important features of
the correction in the DH2, DH+, and D3H4 versions.

We have also updated the dispersion correction, adopting the
latest advances in the DFT-D methods.15�17 We have based our
dispersion correction on the DFT-D3 method.17 The improve-
ment of the accuracy is not large, but the new approach has other
important benefits (see Table 2). First, it uses a large set of
atomic parameters consistently constructed for all of the ele-
ments up to plutonium. This makes it a useful complement to
the PM6 method, which can treat 70 elements; for many of these,
the parameters for the earlier dispersion correction were missing.
The DFT-D3 correction uses different parameters for the possible
valence states of the atoms and switches between them smoothly.

In this work, we have focused mainly on PM6, which we found
to be the most accurate SQM method for the description of
biomolecular systems. Additionally, we report the parametriza-
tion of the correction for many other semiempirical methods we
have used in our previous work, namely, AM18 and OM33 and
the self-consistent charge density-functional tight-binding9

(SCC-DFTB) method. In this study, we parametrize the correc-
tions for two more methods, PM318 and the more recent RM1.2

The dispersion and hydrogen bonding corrections described here
are close to the accuracy limit that could be achievedwith a posteriori
corrected semiempirical methods. The D3H4 approach also solves
all of the issues we encountered in the previous generations of the
corrections. Therefore, we consider the D3H4 corrections to be a
final version that can be recommended for general use.

It should also be noted that empirical corrections are not the
only way to achieve a better description of hydrogen bonds in
semiempirical methods. There is no fundamental reason that would

Table 1. A Comparison of the Hydrogen-Bonding Correc-
tion in the DH2, DH+, and Newly Introduced D3H4
Approaches

H2 H+ H4

exact gradient NO YES YES

proton transfer NO YES YES

accurate for charged systems YES NO YES

smooth energy derivatives NO NO YES

coordinates per H-bond (torsions) 4 (2) 7 (4) 3 (0)

Table 2. A Comparison of the Dispersion Correction in the
DH2, DH+, and Newly Introduced D3H4 Approaches

D2, D+ D3

parameters for elements 18 94

valence-dependent parameters NO YES

parameters element-wise pairwise



143 dx.doi.org/10.1021/ct200751e |J. Chem. Theory Comput. 2012, 8, 141–151

Journal of Chemical Theory and Computation ARTICLE

prevent SQM methods from describing hydrogen bonds quantum
mechanically. This had been discussed in the literature,19,20 and
significant improvements have been achieved when polarization
functions were added to hydrogen atoms. SINDO121 was the first
SQM method using this approach. The recently introduced PMO
method22 yields very promising results, but its parametrization is
limited to hydrogen and oxygen only.

’H-BOND CORRECTION

The correction potential for each potential hydrogen bond is
constructed from the radial part frad, which determines the
strength of the correction from the donor�acceptor distance
(rDA) scaled by the angular term (fang), and the proton transfer
term (fPT), which depends on the position of the hydrogen
between the donor and acceptor. In the case of charged groups,
additional scaling by the fcharge term is applied to make the
correction stronger, and when water acts as a hydrogen donor,
further scaling fwat is applied. The complete expression is

EHB ¼ c� fradðrDAÞ � fangðαDHAÞ � fPTðrDH, rAHÞ
� fcharge � fwat ð1Þ

where c is the parameter determining the strength of the correction,
αDHA is the donor-hydrogen-acceptor angle (defined as zero in the
linear arrangement), and rDH and rAH are the distances between the
hydrogen and the donor and acceptor.
Radial Potential. The shape of this potential mimics the

difference between the dissociation curve of the H-bond calcu-
lated with the corrected method and a reference. This difference
does not vanish even at larger distances (6�10 Å). In the
previous versions of the H-bond correction, a 1/rx form damped
at short distances was used. The unlimited range of such a
correction led to problems in condensed systems with many
potential H-bonds in this range. Small contributions that are not
a real H-bond added up to an erroneous stabilization. This had
been addressed by the addition of further criteria for the
identification of true H-bonds based on additional internal
coordinates. This approach works well but makes the calculation
rather complex. Another solution, developed in this work, is to
make the correction potential more short-ranged. We found that
H-bonds with a donor�acceptor distance larger than 5.5 Å
can be left uncorrected without a loss of accuracy, and we use
this cutoff radius in our correction. The correction potential

(Figure 1) is a polynomial determined by the following points:
It has a minimum at the average H-bond distance, rDA,0 = 3.0 Å.
At a cutoff radius of 5.5 Å, it smoothly approaches zero. Here, the
first and second derivatives are also required to be smooth. The
third point defines the curvature of the potential at shorter than
equilibrium distances by setting the distance where the correc-
tion approaches zero. The distance rDA,min = 1.5 Å was deter-
mined by fitting the dissociation curves of the training set. This
region of the potential is unlikely to be visited. Therefore, we
make sure that the energy surface is smooth, but we do not apply
any conditions to the energy derivatives. The eight conditions
described here are used to construct a seventh-order polynomial.
Outside this interval, the correction function is set to zero (the
correction is not calculated in a practical implementation). The
obtained coefficients are listed in eq 2 in a rounded form; in a real
implementation, it is necessary to use more precise values in order
to avoid large errors in the result. The coefficients are provided
at high precision in the Supporting Information (Table S4).

fradðrDAÞ ¼ � 0:003rDA
7 þ 0:074rDA

6 � 0:701rDA
5

þ 3:253rDA
4 � 7:207rDA

3 þ 5:318rDA
2

þ 3:407rDA � 4:685 ð2Þ
The depth of the minimum of this potential is determined by the
only free parameter in the correction, coefficient c. The parameters
obtained by fitting to reference values (as described below) are
tabulated for all of the combinations of donor and acceptor elements.
Angular Term. Goniometric functions, cos(α) in DH2 and

cos(α)2 in DH+, were used previously, as they seem to be a
natural expression of the angular dependence of the potential.
However, the derivative of this term has a cusp atα = 0; it is in the
linear arrangement of the H-bond (Figure 2). This makes it
practically impossible to optimize a system with a linear hydro-
gen bond. For this reason, and in order to gain more control over
the shape of the potential, we replaced the cosine with a poly-
nomial constructed to have smooth derivatives. First, we define a
polynomial switching function fsw(x) that smoothly changes
from 0 at x = 0 to 1 at x = 1, having first and second derivatives
of zero at the boundaries of this interval.

fswðxÞ ¼ � 20:0x7 þ 70:0x6 � 84:0x5 þ 35:0x4 ð3Þ
The angular term then uses this function to construct a potential
with the desired properties in the interval of 0 to π/2:

fangðαDHAÞ ¼ 1� ðfswð2αDHA=πÞÞ2 ð4Þ
We have tested multiple functions with different shapes, namely,
the width of the minimum, and one with a rather wide, flat
maximum (eq 4) worked best (in terms of interaction energies in
the model complexes).
Proton-Transfer Term.The correction described so far would

work on equilibrium geometries but breaks down when the
hydrogen is moved along the H-bond to the acceptor. We
address this analogously to the H+ correction by scaling the
correction using a switching function dependent on the donor�
hydrogen distance. When the hydrogen is at a covalent distance,
this function should be equal to 1. In contrast to the H+
correction, the coefficient c changes when the donor and acceptor
are exchanged during the proton transfer (the donor is defined as
the atom closer to the hydrogen). A smooth transition is ensured
by the proton transfer switching function, which scales the whole
correction to zero when this exchange occurs (at rDH = rAH). We
use the polynomial switching function fsw defined in eq 3. Here, it

Figure 1. Radial potential of the hydrogen bond correction. This poly-
nomial function is scaled by a coefficient specific for each combination of
donor and acceptor elements.
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switches from 1 to 0 in the interval from r0 = 1.15 Å (∼ max.
covalent bond length) to r1 = half of the sum of the donor�hydro-
gen and acceptor�hydrogen distances.

fPTðrDHÞ ¼ 1 when rDH < r0
1� fswððrDH � r0Þ=ðr1 � r0ÞÞ in ðr0:::r1Þ ð5Þ

Scaling of Charged H-Bonds. When the donor or/and
acceptor are charged, the hydrogen bond becomes stronger
than in a neutral system. The first two generations of the
correction accounted for this directly, because the atomic
charges determined the strength of the correction. In the third
generation, these charges were replaced by fixed parameters,
which leads to substantial errors for charged H-bonds. Here, we
correct this problem by additional scaling of the correction for
charged groups. The scaling factors are fitted to the reference
data as described below. The identification of the charged
groups can be done automatically in simple cases. We imple-
mented it for the COO� and NHR3+ groups most common in
biomolecules. For calculations on the minimum geometry, this
scaling can be applied easily on the basis of the atom types
determined by a connectivity search. This approach is not valid
in reactions, e.g., proton transfer, where atom types defined this
way would change abruptly. To keep the potential continuous,
we have introduced a fractional measure of atom valence as the
description of the similarity to the desired atom type. For
example, to identify the NHR3+ donor group, we evaluate the
distance from the nitrogen (atom i in general) to all of the atoms
in the vicinity. Each of these atoms contributes to the atom
valence vi by a factor determined by a function vij of the
interatomic distance rij, which smoothly switches from 1 for
covalent distance rcov to 0 at 1.6 rcov. The factor 1.6 has been
chosen here so that two atoms bound to the same center in a
tetrahedral arrangement do not affect one other. The polynomial
switching function described above (eq 3) is used:

vijðrijÞ ¼ 1 if rij < rcov
0 if rij > 1:6rcov
f swððrij � rcovÞ=ð0:6rcovÞÞ otherwise

ð6Þ

vi ¼ ∑ j 6¼ivijðrijÞ ð7Þ
The scaling for NHR3+ is applied if the valence of the nitrogen

vN is between 3 and 5; the scaling factor fcharge is linearly

dependent on the valence and peaks at the value of cs determined
for the minimum geometry when the valence reaches vmax = 4:

fcharge ¼ 1 þ ðcs � 1Þ � ð1� jvN � vmaxjÞ for vN in ðvmax � 1:::vmax þ 1Þ
1 otherwise

ð8Þ
In the COO� group, the scaling factor fcharge is the product of the

contributions fromboth oxygens, calculated using the same functions
as above but peaking at a valence of 1.0. Such a continuous descrip-
tion of the atom type can be applied to any other group.
Water-Donor Scaling. In PM6, interaction energies of hydro-

gen bonds with a water molecule as a donor (including the water
dimer) are not as underestimated as in other hydrogen bonds
featuring a�OHgroup donor. This is probably a consequence of
the special focus on water in the parametrization of PM6.
Therefore, a large improvement can be achieved when a water
molecule as a donor is treated separately from other oxygen
donors. We define the atom type for water oxygen as a continuous
property analogously to the identification of the charged groups.
The scaling factor fwat is equal to an optimized coefficient cwat,
where the oxygen has exactly two hydrogens within covalent
distance and decays smoothly when the fractional valence diverges
from the ideal value, as determined using eq 8.

’DISPERSION CORRECTION

We adopt the formalism and atomic parameters proposed by
Grimme for the DFT, the D3 dispersion correction.17 We do
not use the higher-order contributions (effectively covered by the
1/r8 term in D3), as they do not improve the accuracy when used
with the SQM methods. The dispersion is pairwise interatomic
potential:

Edisp ¼ s6∑ ∑
c6, ij
r6ij

fdampðrijÞ ð9Þ

where fdamp(rij) is a function damping the dispersion at short
distances:

fdampðrijÞ ¼ 1

1 þ 6
rij

srr0, ij

 !�α ð10Þ

In DFT-D, it is used to prevent overbinding in the region where
the exchange-correlation functional describes the interaction

Figure 2. Angular term (a) and its derivative (b) in the DH2 (blue), DH+ (green), and D3H4 (red) hydrogen-bond corrections. The angle of zero
degrees corresponds to a linear arrangement of the atoms.
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well. In the SQM methods, the interaction at short range is also
described by the method itself by means of parametrized
core�core potentials.

There are three adjustable parameters that should be opti-
mized for each corrected method—the global scaling of the
correction s6, the scaling of the cutoff radii in the damping
function sr, and the exponent α that determines the steepness of
the damping function.

The main difference from the previously used dispersion
correction lies in the parameters employed in the formulas
above, the c6 coefficients that determine the dispersion energy
for each pair of atoms and the cutoff radii r0 determining the
onset of the damping function that switches off the correction at
short distances. Previously, the c6 coefficients were tabulated for
each element, and pairwise c6,ij coefficients were constructed
using empirical combination rules. In D3, all of the pairwise
coefficients have been calculated using time-dependent DFT
not only for each pair of elements but also considering the pos-
sible different valence states of the atoms. To allow a change of
the parameters during a reaction, the valence is defined as a
continuous function of the coordinates of the surrounding atoms,
and the c6,ij coefficient is interpolated from the values tabulated
for the reference valences. Also the cutoff radii were determined
by calculation as dispersion-specific pairwise radii, replacing the
previously used sum of atomic van der Waals radii. For further
details on the dispersion correction, we refer the reader to the
original paper.

However, the dispersion correction itself does not yield
satisfactory results when used with PM6 and other semiempirical
methods.We found that there is a specific error in the description
of hydrocarbons where the intermolecular distance is strongly
underestimated owing to weak Pauli repulsion between hydro-
gens. This cannot be corrected by the dispersion, which is only
attractive. Therefore, we had to add a repulsive term to all pairs of
hydrogen atoms.We have chosen the form of a smooth sigmoidal
function:

ErepðrijÞ ¼ sHH

� 1:0� 1:0

1:0 þ exp � eHH
rij
r0, hh

� 1:0

 ! !
0
BBBBB@

1
CCCCCA

ð11Þ
where sHH sets the strength of the correction, r0,HH defines the
distance where the function acts, and the exponent eHH deter-
mines how steep it is. This function is flat at short distances and
therefore does not affect the covalent-bond region in any other
way than by adding a constant. At the close noncovalent region, it
approximates the exponential repulsion well. While this repulsive
correction is independent of the dispersion, in practical imple-
mentation it is calculated along with the dispersion correction
and is included in the D3 term in our notation.

’REFERENCE DATA

Training Set. Both corrections have been parametrized on the
recently introduced S66x8 data set.23 It features CCSD(T)/CBS
dissociation curves for 66 noncovalent complexes, covering
hydrogen bonds, dispersion, and mixed dispersion/electrostatic

interactions. The hydrogen bonds in the set cover all of the
combinations of the most common donor/acceptor groups and
include also cyclic double hydrogen bonds. Unlike the previously
used S22 set,24 it also provides a more balanced coverage of
dispersion, including both π�π stacking and dispersion in
aliphatic hydrocarbons. These improvements over the previously
used benchmark data and availability of the dissociation curves
instead of equilibrium geometries are a great advantage in this
application and lead to a more robust resulting method.
Charged H-Bonds. To develop the H-bonding correction for

systems with charged groups, we built a new data set consistent
with the S66 set. It covers the chargedmoieties found in proteins,
using model molecules acetate, methylammonium, guanidinium,
and imidazolium (heterocycle in the protonated histidine),
interacting with small donor/acceptor molecules (water, metha-
nol, methylamine, and formaldehyde). Details on this set are
provided in the Supporting Information. The geometries of the
complexes and the benchmark CCSD(T)/CBS results are also
available online in the BEGDB database25 (www.begdb.com).
Validation Sets. We test the methods on multiple data sets

covering noncovalent interactions in organic molecules and
biomolecules. In addition to the S66x8 set used in parametriza-
tion, we report separately the results for the equilibrium geome-
tries, the S66 set.23 The same complexes are used in the S66a8
set26 to cover those geometries distorted in the intermolecular
angular coordinates. We also employ the S22 data set24 (used to
parametrize the previous generations of the corrections), as
recalculated in the large basis set by Szalewicz.27 Two separate
sets are utilized for the validation of the H-bonding and disper-
sion separately: a set of 104 H-bonds (abbreviated as HB104
here) optimized and calculated at the MP2 level, developed for
the parametrization of the original -DH correction,6 and a set of
hydrocarbon dimers28 (abbreviated as HC12). The latter covers
at the CCSD(T)/CBS level the series propane to hexane,
cyclopropane to cyclohexane, butadiene, and hexatriene and
their cyclic analogs. Another test set, labeled here as AA24, is a set
of neutral and charged amino acid side chains in the geometriesmost
commonly found in proteins.29

’COMPUTATIONAL SETUP

The PM6, RM1, AM1, and PM3 calculations, including the
DH+ correction, have been carried out in MOPAC 2009.30 The
OM3 method was used as implemented in the MNDO 2005
program.31 For the SCC-DFTB calculations, the DFTB+ pro-
gram has been used.32

The SCC-DFTB calculations use the third-order expansion
and modified N�H parameters33 that improve the interaction
energies. In our comparison, we have also included the SCC-
DFTB with the original dispersion correction34 (denoted as -D)
and with modified electrostatics of hydrogen (denoted as γ),
which improves the hydrogen bonding.

The D3H4 correction energy is solely a function of the
molecular geometry. All of the corrections here are independent
of each other, and the corrected total energy is a sumof the energy
from the semiempirical calculation (ESQM) and the correction
terms:

ESQM-D3H4 ¼ ESQM þ EHB þ Edisp þ Erep ð12Þ
where EHB is given by eq 1, Edisp by eq 9, and Erep by eq 11.

The D3H4 correction developed here was implemented
separately, so that it can be applied to results from any of the
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programs above. This experimental code is based on the Cuby
framework developed in our laboratory. We plan to implement
these corrections in MOPAC.30 A standalone program for
calculation of the hydrogen bond correction is available at the
author’s Web site (www.molecular.cz/∼rezac). A program im-
plementing the D3 correction (without parameters for SQM
methods) is available at theWeb site of Grimme’s group (toc.uni-
muenster.de/DFTD3/).

’PARAMETERIZATION

The dispersion correction is parametrized first on complexes
without hydrogen bonds. Subsequently, the hydrogen-bonding
correction is optimized, taking into account the contribution of
dispersion to the H-bonded complexes.

All of the parametrizations described here are least-squares
optimizations, minimizing the root-mean-square error of the
interaction energy when compared to the CCSD(T)/CBS
reference.
Dispersion. The parametrization of the dispersion correction

is not trivial and cannot be fully automated. These problems are
caused by the unbalanced description of different types of
molecules given by the SQM methods and, in the case of PM6,
also the partial coverage of the dispersion. Therefore, multiple
separate steps are needed to get a robust set of parameters. The
final balancing of the different types of interaction was done by
hand. To obtain the parameters presented here, the following
protocol was employed:
(1) As we have already shown, in the case of PM6, it is

necessary to introduce scaling of the dispersion correction
energy. We derive the scaling coefficient s6 from the long-
distance interactions where the effect of the damping
function is negligible. We have used the most distant
points in the S66x8 data set (displaced to 2� the
equilibrium distance) of the dispersion group. The opti-
mization of the coefficient yields a value of 0.88, which is
almost the same value as that used in the previous genera-
tion of the correction. This scaling is not needed in the other
methods investigated here (s6 is 1.0).

(2) In the next step, the damping function is optimized. For
this, we use dispersion and mixed-type complexes from
S66x8, excluding the aliphatic hydrocarbons that exhibit
anomalous behavior, which is corrected later.

(3) If no special measures are taken, the interaction between
the aliphatic hydrocarbons is overestimated by all of the
methods considered here. This effect is strongest in the
case of PM6, the intermolecular distance becomes ex-
tremely short when optimized with not only PM6-D or
PM6-D3 but also PM6 alone (1.5 Å hydrogen�hydrogen
contact in the worst case). This problem cannot be fixed
by tweaking the dispersion, but a separate repulsive
correction has to be added. This repulsion has been
optimized on the most problematic system in the S66
set, the neopentane dimer. The optimization of the
function on other hydrocarbons yields too weak a repul-
sion to correct the geometry of the neopentane dimer. In
order to introduce the least perturbation, we do not
optimize all of the variables freely, but we seek the
smallest sHH for which one can obtain the correct shape
of the dissociation curve while optimizing the remaining
two parameters. The effect of the repulsive H�H correc-
tion on the dissociation curve of the hydrogen molecule

dimer is illustrated in plot S1 in the Supporting Informa-
tion. Even in this simple system, this correction is
necessary for reproducing both the interaction energy
and intermolecular distance of the equilibrium structure.

(4) This repulsive correction now leads to an underestima-
tion of the interaction in all of the hydrocarbons except for
neopentane. Here, no universal solution that works for all
systems can be found. Therefore, we have manually
adjusted the strength of the repulsive term (by changing
the sHH parameter) to get the best interaction energies
overall with the condition of conserving a reasonable
(within 5% from the benchmark) intermolecular distance
in the neopentane dimer.

The final set of parameters is listed in Table 3. The final
performance of this correction is negligibly worse (by 0.01 kcal/mol
in the S66dispersion complexes in PM6) than the solution obtained
by a blind optimization of the dispersion correction without the
repulsive term, but the description of the hydrocarbons is improved
significantly, bringing more balanced errors in the different types of
interactions.
Hydrogen Bonding. The first step of the development of the

H-bonding correction was the design of the functional form,
mainly the shape of the radial and angular terms. Here, we have
attempted to build functions with the desired properties de-
scribed above, matching the distance and angular dependence of
the error between PM6 and the reference data. For the radial
term, we have used the dissociation curves of the hydrogen-bonded
complexes in the S66x8 data set; the angular term was optimized on
angular scans in methanol and methylamine dimers.
Once the form of the potential is set, it is straightforward to

optimize the free parameters, the coefficients determining the
strength of the correction. The coefficients for all donor�accep-
tor combinations (cOO, cON, cNO, cNN) have been optimized
along with the coefficient for scaling the H-bonds with the water
donor, cwat, on the hydrogen-bonded complexes in the S66x8
data set.
Finally, the scaling coefficients for the charged groups present

in the training set (carboxylic acids, ammonium, guanidinium
and imidazolium), cs,COO�, cs,NHR3+, cs,gua, and cs,imz, have been
optimized on a set of charged hydrogen bonds. The resulting
parameters are listed in Table 4. Note that the parameters for
different cations differ significantly; it is not possible to use a
single parameter and achieve the desired accuracy here.
We have attempted to reoptimize some of the parameters in

the functional form of the correction, e.g., the radii defining the
radial potential, on the S66x8 set. Although the overall error can
be slightly decreased this way, the geometric parameters are
worse (the minima become shifted away from the reference
geometry). Therefore, we keep the original radial function

Table 3. The Dispersion Correction Parameters for the
Methods Considered in This Studya

parameter PM6 SCC-DFTB RM1 OM3 AM1 PM3

s6 0.88 1.0 1.0 1.0 1.0 1.0

sr 1.18 1.215 1.0 1.14 0.90 0.90

α 22 30 16 23 15 22

sHH (kcal/mol) 0.4 0.3 0.3 0.3 0.9 0.9

eHH 12.7 14.31 4.46 9.60 4.46 6.86

r0,HH (Å) 2.30 2.35 2.11 2.10 2.11 2.23
aThe parameters are dimensionless unless indicated otherwise.
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designed to have the optimal shape to ensure a robust description
of the complex geometries.

’RESULTS AND DISCUSSION

Tests on Benchmark Data. The corrected SQM methods
developed here have been tested on multiple benchmark data
sets. Table 5 lists the RMSE for all of the tested methods and sets.
Other error measures, the mean and maximum unsigned errors,
are listed in Tables S2 and S3 in the Supporting Information.
This overview includes sets used for the parametrization of the
corrections in some of the methods (S66x8 and the charged
H-bonds for D3H4 and S22 for the DH2 and DH+ corrections).

The average of the errors over all of the data sets (Eall) is used
as a simple measure of the overall performance of each method.
Additionally, the average over the sets that were not used in the
parametrization of any method (HB104, large set of H-bonds;
hydrocarbon dimers, HC12 and AA24, amino acid side chains),
Eval, is provided as an independent validation. The optimiza-
tion of the new correction for the hydrogen bonds of the
charged groups leads to an important decrease of error in these
cases. Here, a separate parametrization is needed for each
functional group. The data set listed here is the one used for
parametrization and covers all of the charged amino acids in
proteins.
When different corrections are compared for each SQM

method, the D3H4 approach developed here yields the best
results both on the validation sets and overall. In the following
text, we have ordered the methods by their overall best score,
discussing the results in detail and comparing the possible
correction schemes for each given method. Here, we have also
discussed the advantages and disadvantages of each method for
practical applications.
Among the methods tested, OM3-D3H4 yields the lowest

errors (Eall 0.69 kcal/mol, Eval 0.63 kcal/mol), which is an
improvement of about 35% over OM3-DH2. We cannot com-
pare OM3-DH+ here, because we do not have software that
implements this combination, but on the basis of the original
paper, we expect it to be somewhere between -DH2 and -D3H4.
Although OM3-D3H4 scores best for interaction energies, there
are two issues that make it impractical for many applications.
First, the OM3 method is parametrized for only a few elements

Table 4. The Hydrogen-Bonding Parameters for the Meth-
ods Considered in This Studya

parameter PM6 SCC-DFTB RM1 OM3 AM1 PM3

cOO (kcal/mol) 2.32 1.11 3.76 1.95 4.89 2.71

cON (kcal/mol) 3.10 2.58 3.90 1.64 6.23 4.37

cNO (kcal/mol) 1.07 0.80 3.14 0.93 2.54 2.29

cNN (kcal/mol) 2.01 2.01 2.95 1.35 4.56 3.86

cwat 0.42 1.32 0.94 0.50 0.49 0.91

cs,COO� 1.41 1.22 1.10 1.63 1.08 0.89

cs,NHR3+ 3.61 2.33 1.21 0.9 2.78 2.54

cs,gua 1.26 2.42 1.18 1.37 0.86 1.54

cs,imz 2.29 3.44 1.10 1.18 2.11 1.84
aThe parameters are dimensionless unless indicated otherwise.

Table 5. The Root Mean Square Errors (in kcal/mol) of the Studied Methods in Multiple Benchmark Data Setsa

S66 S66x8 S66a8 S22 H bonds charged HB hydrocarbons aaside chains avg avgtesting

PM6 3.02 2.49 2.12 4.16 3.18 3.92 2.64 4.08 3.20 3.30

PM6-DH2 0.91 0.79 0.73 0.54 1.52 2.21 0.67 1.32 1.09 1.17

PM6-DH+ 0.82 0.76 0.67 0.80 1.43 1.94 0.67 1.89 1.12 1.33

PM6-D3H4 0.65 0.66 0.68 0.78 1.05 1.11 0.71 1.17 0.85 0.98

PM6-D3H4* 0.70 0.71 0.74 0.84 1.12 2.26 0.71 1.86 1.12 1.23

DFTB 2.88 2.40 2.24 3.45 2.82 4.78 2.90 3.44 3.11 3.05

DFTB-D 1.50 1.43 1.28 1.63 1.96 4.28 0.59 2.27 1.87 1.60

DFTB-D,γ 1.17 1.17 1.04 1.21 1.61 3.67 0.56 1.82 1.53 1.33

DFTB-DH2 1.44 1.15 0.98 1.86 1.54 2.13 0.59 1.62 1.41 1.25

DFTB-D3H4 0.67 0.62 0.61 0.97 0.71 1.43 0.59 0.88 0.81 0.73

RM1 5.39 4.38 4.13 7.15 5.40 5.60 3.65 5.34 5.13 4.80

RM1-D3H4 0.92 0.90 0.78 1.03 0.90 2.05 0.24 0.73 0.94 0.62

RM1-D3H4* 0.91 0.90 0.79 1.03 0.89 2.09 0.24 0.93 0.97 0.69

OM3b 3.33 2.70 2.49 4.17 2.88 3.00 3.93 4.99 3.44 3.93

OM3-DH2b 0.80 0.96 0.62 0.96 0.84 1.83 1.11 1.53 1.08 1.16

OM3-D3H4b 0.48 0.60 0.42 0.58 0.56 1.50 0.70 2.34 0.90 1.20

AM1 6.24 5.27 4.03 8.66 6.10 7.64 3.73 6.38 6.01 5.40

AM1-DH2 1.93 1.96 1.47 0.85 2.08 3.58 3.94 3.71 2.44 3.25

AM1-D3H4 1.35 1.76 1.45 1.76 2.11 3.04 0.82 2.02 1.79 1.65

PM3 5.08 4.51 3.77 7.64 4.98 7.03 2.25 4.60 4.98 3.94

PM3-D3H4 1.40 1.26 0.97 2.51 0.83 2.23 0.40 1.05 1.33 0.76

B3LYP/6-31G* 2.68 2.40 1.87 3.63 1.31 3.17 4.20 2.97 2.78 2.82

TPSS/TZVP-D 0.69 0.53 0.57 0.58 1.04 1.89 0.72 0.89 0.86 0.88

BLYP/def2QZVP-D3 0.25 0.17 0.21 0.33 0.41 0.59 0.21 0.46 0.33 0.36

MP2/cc-pVTZ 0.70 0.59 0.57 1.85 1.40 1.81 0.88 1.62 1.18 1.30
aThe last two columns list the average of these errors over all of the sets and over the validation sets only. bDue to the limited parameter set, the
methionine complexes in AA side chains set are not considered.
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(H, C, N, andO).More importantly, this method critically fails in
geometry optimizations of complexes containing acetic acid, as
described in the following section.
The second most accurate method (Eall 0.81 kcal/mol,

Eval 0.73 kcal/mol) is SCC-DFTB when used with the D3H4
correction and modified parameters for hydrogen�nitrogen
interaction.33 This is a clear improvement over DH2 but also
over the original dispersion correction34 and modified electro-
statics (SCC-DFTB-D,γ) developed by the authors of DFTB to
improve the description of the hydrogen bonds.33

PM6-D3H4 scores third overall (Eall 0.85 kcal/mol, Eval
0.98 kcal/mol). The parametrization of PM6-D3H4 on the S66x8
set leads to very good results for all of the sets in the S66 family.
Achieving such low errors with a substantially simplifiedH-bond-
ing correction is a very encouraging result indicating a good
choice of the form of the correction. The performance on the
S22 set is better than that of PM6-DH+ but not as good as that
of PM6-DH2 (both of these methods used S22 for para-
metrization). What is more important is the independent tests
on systems outside the training set. In the set of 104 H-bonds,
PM6-D3H4 outperforms all of their predecessors with a RMSE
of 1.1 kcal/mol. This is the most important result, which clearly
shows the accuracy and robustness of the new H-bonding
correction. In the set of hydrocarbon dimers, the results are
slightly worse than in the previous version, but the D3 correction
corrects the problems with short intermolecular distances in
aliphatic hydrocarbon dimers. Although PM6 has some limita-
tions, the accuracy that can be achieved for noncovalent inter-
actions, in combination with the coverage of a major part of the
periodic table (both by PM6 and the D3 dispersion), makes
PM6-D3H4 very useful for applications.
To demonstrate the effects of the introduction of the water

atom type and the scaling of charged hydrogen bonds, we list
results obtained without these modifications (PM6-D3H4* in
Table 5). In the case of water as a hydrogen bond donor
(included in S66, S22, and H-bonds sets), the increase of the
overall errors is rather small, but the error for the water dimer is
rather large (the binding is overestimated by 1.2 kcal/mol, which
is 25% of the interaction energy). We are convinced that
hydrogen bonds in and with water are important in many
applications, and correcting this error is worth the specific scaling
in the H-bond correction. Regarding the hydrogen bonds in
charged systems, the error is about twice as large as when the
scaling is applied. A RMSE of 2.26 kca/mol translates to rather
small relative errors, as the interaction energies in these systems
are larger than in neutral H-bonds. The improvement brought by
the system-specific scaling allowed us to achieve high accuracy
consistently in a wide range of systems. When the ultimate
accuracy is not needed, it is possible to use theH-bond correction
without this scaling; in such a case, the errors are comparable to
the previous generations of the correction.
In this paper, the RM1 method has been coupled with empirical

corrections for the first time, and the results are very promising. The
error in the validation sets is very low (0.62 kcal/mol), but the
overall results are slightly worse because of the large error in the
charged H-bonds. Unlike all of the other methods, RM1 works
comparably well without separate scaling of the H-bonds with the
water donor and in charged H-bonds (the method is denoted as
RM1-D3H4*). This system-independent nature of the errors
indicates that the method is robust and not overparameterized.
We plan to test this method in applications where the limited set of
parameters (H, C, N, O, P, S, and halogens) makes it possible.

The AM 1 and PM3 methods were included only for compar-
ison; it is obvious from the results that the more modern SQM
methods can describe noncovalent interactions better. Here,
PM3 performs better than AM1 but still yields rather large errors
for some data sets.
Table 5 also lists results of selected DFT and wave function

methods for comparison. The widely used B3LYP/6-31G* setup
was chosen as a representative DFT method without any
treatment of dispersion. DFT with empirical dispersion is
represented by the TPSS/TZVP-D method,16 which yields very
good results with a reasonably small basis set, and BLYP/def2-
QZVP with the D3 dispersion correction17 using the Becke-Johnson
damping function35 as a demonstration of the highest accuracy
that can be achieved with DFT-D when large basis set and
advanced dispersion corrections are used. Finally, MP2 with the
cc-pVTZ basis set (with counterpoise correction of basis set
superposition error) was chosen as an example of a relatively
inexpensive correlated QM method. The best corrected semiem-
pirical methods (PM6-D3H4, DFTB-D3H4, and OM3-D3H4)
outperform DFT and MP2 and are about as accurate as DFT-D
with a medium-sized basis set.
For the selected method that performed best, we have

analyzed the errors in the S66 data set in more detail. The set
is divided into five groups—H-bonds; π�π, π�aliphatic, and
aliphatic�aliphatic dispersion; and mixed-type interactions. For
each group, the relative error is calculated as RMSE expressed in
the percentage of the average interaction energy in the group to
make the errors comparable between interactions of different
strengths. The results are plotted in Figure 3. The hydrogen
bonds are described very well by all of these methods. In DFTB-
D3H4 and PM6-D3H4, the largest error in the dispersion
complexes is found in the complexes of aliphatic hydrocarbons,
because these complexes exhibit very large errors already in the
uncorrected methods. RM1-D3H4 has the largest error among
the dispersion groups for π�π interactions, where the stacking
interactions of uracil are underestimated by as much as 1.7 kcal/mol.
It is not surprising that the largest errors are observed in the mixed-
type groups, where the interactions are not specifically corrected
(e.g., X�π interactions and C�H hydrogen bonds).
Geometries. Another important test of the corrected method

is its application to the optimization geometry of noncovalent

Figure 3. The relative errors of the selected methods for interactions
of different types in the S66 set: H-bonds; mixed type; and π�π,
aliphatic�aliphatic, and π�aliphatic dispersion. Errors are plotted as a
percent of the average interaction energy in the group.
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complexes. We evaluate two criteria: First, the optimized geo-
metry should be as close as possible to a benchmark one opti-
mized with a high-level QM method. Second, the interaction
energies calculated on the optimized geometries should be close
to the reference values calculated at reference energy.When these
two criteria are satisfied, the method is applicable to practical
calculations that involve geometry optimization and an evaluation
of the properties of the resulting structure.
We performed these tests on the S66 data set. We optimized

each of the complexes with the studied method with high
accuracy (convergence limits of 0.03 kcal/mol/Å for the RMS
gradient, 0.06 kcal/mol/Å for the max. gradient component, and
a 3.0e�4 kcal/mol energy difference between the subsequent
steps). The interaction energies are recalculated on the new
geometries and compared to the benchmark. The results are
summarized in Table 6. We list the average and largest root-
mean-square deviations (RMSD, in Ångstrom) compared to the
reference MP2/cc-pVTZ (counterpoise corrected) geometry
along with the RMSE of the interaction error on the benchmark
geometries and after optimization with the tested methods.
In some cases, the optimization is problematic. The DH2

correction uses only an approximate gradient, and it is not
possible to converge the optimizations. Instead, we list the results
of the optimizations with dispersion only, but we calculate the
interaction energies with both dispersion and H-bond correc-
tion; this is the protocol we have used and recommend for
applications of this method. For PM6-DH2, we also performed
full optimization using the much more expensive numerical
evaluation of the gradient. The DH+ correction fixes this issue,
but the gradient is not smooth. The cusp corresponds to the

linear arrangement; therefore, it is impossible to converge the
optimizations of symmetric systems (namely, complexes 1, 8, 17,
and 23). Since the resulting structure is very close to the
minimum although the gradient is nonzero, we use the uncon-
verged geometries for further analysis.
A serious issue is observed in the OM3 method, regardless of

whether the corrections are applied or not. The complexes
containing acetic acid optimize into covalently fused structures
where the hydrogen has an equal distance of 1.2 Å from the
donor and acceptor atoms. The interaction energy in these cases
is exaggerated by 100 and 200%. If this issue were removed, the
method would perform rather well, as indicated by the low
average RMSD.
The D3H4 consistently yields the lowest average and max-

imum RMSD when compared to the other possible correction
schemes. The improvement in PM6, where PM6-D3H4 yields
very low maximum RMSE compared to its predecessors, is an
important achievement. This is partly due to the special treat-
ment of the dispersion in aliphatic hydrocarbons, where the
newly introduced repulsive correction is needed to obtain good
geometries. Also, the new H-bonding correction works slightly
better, although it is simpler than the previous versions and uses
less information from the local geometry of the hydrogen bond
(see Table 1). The average RMSD in the 23 H-bonds in the
S66 set is 0.24 Å for PM6-DH+ and improves only slightly to
0.23 Å in PM6-D3H4, but the largest RMSD decreases from
0.94 to 0.51 Å. What is also very important is that the interaction
energies do not change significantly when the structures are
optimized.
We applied the same optimization protocol to DFT-D16 in a

medium-sized basis set (TZVP). This method is comparable to
the corrected semiempirical methods in terms of interaction
energies. The results of geometry optimizations are better overall
(the average RMSD is 0.11 Å while the best SQM-D3H4
methods yield 0.2 Å). A slightly larger maximum RMSD and
an increase of the error in interaction energies in the optimized
complexes is caused by a single system, where the methylamine�
methanol complex with amine hydrogen bond donor optimizes to
the global minimum with the alcohol as a hydrogen donor.
Tests on Large Systems. As the corrections are developed on

small model complexes, it is necessary to evaluate their transfer-
ability to large systems. The dispersion correction should have no
problems here, as the dispersion interaction is almost additive and
the pairwise potential used is a good approximation to it. The
scaling of thewhole correction is obtained from calculations of the
complexes displaced to twice the equilibrium geometries in order
to ensure that the dispersion is not overestimated at longer
distances.

Table 6. The Results of the Geometry Optimization of the
S66 Complexes by the Studied Methoda

avg. RMSD max. RMSD RMSE S66 RMSE S66opt

PM6 0.38 2.34 3.1 2.7

PM6-D/PM6-DH2 0.26 0.85 0.9 1.0

PM6-DH2 (numer.) 0.22 0.73 0.9 1.3

PM6-DH+ 0.25 1.30 0.8 1.0

PM6-D3/PM6-D3H4 0.25 1.30 0.7 0.7

PM6-D3H4 0.20 0.51 0.7 0.7

DFTB 0.37 1.79 2.9 2.3

DFTB-D 0.24 0.83 1.6 1.1

DFTB-D,γ 0.23 0.77 1.2 0.8

DFTB-D3H4 0.21 0.77 0.7 0.9

RM1 0.55 5.08 5.4 4.4

RM1-D3H4 0.23 1.01 1.0 0.9

RM1-D3H4* 0.23 0.93 0.9 0.9

OM3 0.65 6.36 3.4 5.9

OM3-D/OM3-DH2 0.24 1.02 0.9 6.3

OM3-D3H4 0.20 0.73 0.5 5.0

AM1 0.80 5.95 6.3 4.1

AM1-D3H4 0.39 2.23 1.4 2.0

PM3 0.58 2.23 5.1 4.0

PM3-D3H4 0.37 2.26 1.4 1.2

TPSS/TZVP-D 0.11 1.35 0.7 1.3
aWe describe the changes in geometry by the average and largest root-
mean-square deviation (RMSD, in Å) and the changes in the interaction
energy by listing the RMSE (in kcal/mol) in the S66 set before and after
geometry optimization.

Table 7. The Interaction Energy (in kcal/mol) Per Molecule
in a Cubic Box with 216 Water Moleculesa

ΔE/molecule ΔEdimer

PM6 �5.2 �3.9

PM6-DH2 angle only �9.5 �4.9

PM6-DH2 �8.4 �4.9

PM6-DH+ �9.6 �6.5

PM6-D3H4 �8.3 �4.9

TIP3P �7.4 �6.0

CCSD(T) �5.0
aThe interaction energy in the water dimer is listed for comparison.



150 dx.doi.org/10.1021/ct200751e |J. Chem. Theory Comput. 2012, 8, 141–151

Journal of Chemical Theory and Computation ARTICLE

More attention has to be paid to the hydrogen bonds. In
condensed systems, the number of potential H-bonds grows
rapidly, and even if they contribute only negligibly to the total
energy, the overall stabilization arising from the H-bond correc-
tion might be overestimated. This problem, observed in the first
generation of correction, was addressed by a more complex
definition of the hydrogen bonds in DH2 and DH+, using
additional internal coordinates. Here, we have attempted to
solve this problem by making the correction rather short-ranged,
which eliminates all of the false contributions from potential
H-bonds other than those actually interacting.
We test this on a system with very high H-bond density—

water. We calculate the total interaction energy in a cubic box of
216 water molecules and list it as interaction energy per single
water molecule. In Table 7, we compare the results of PM6 with
the DH2, DH+, and D3H4 corrections with PM6-DH2 without
the additional angular and torsional coordinates (using the
H-bond angle α only). The interaction energies in the optimized
structure of a water dimer are included for comparison. For
reference, we list the values obtained with the TIP3P force field
and accurate CCSD(T) interaction energy.
These results show that the new approach is as efficient as the

use of additional coordinates in the DH2 correction, while the
new correction is much simpler and can be calculated more
efficiently. In this case, PM6-DH+ yields larger average interac-
tion in the cluster, although it uses a formalism very similar to
DH2. This is caused by the overestimated interaction of the
H-bond of this type already in the water dimer.
Proton Transfer. The new hydrogen-bonding correction can

seamlessly describe proton transfer, because it smoothly switches
the donor and acceptor when the hydrogen atom is in themiddle.
The description is more complicated when the proton transfer
studied involves a charged group, because the scaling of the
H-bonding correction applied to that group changes as well.
Using the continuous scaling introduced above, a smooth potential
is obtained even in the most complex cases. This is illustrated in
Figure 4 on the potential energy curve along a proton transfer in a
network of carboxylic groups with a total charge of �1, with the
MP2/aug-cc-pVDZ calculation serving as a reference. In this simple
model, all of the coordinates have been fixed, while the proton is
transferred along theH-bond axis. In this system, central molecule 2
becomes charged as it loses the proton, which makes the second
hydrogen bond between molecules 2 and 3 stronger. The correc-
tion stabilizes the minima but does not affect the energy of the
transition state, which effectively increases the barrier. This is an

improvement toward the reference curve when compared to
uncorrected PM6, although the barrier height is still underestimated.
We also include the PM6-DH+ results for comparison. Unlike its
predecessors, this method should yield a smooth potential energy
curve. In the practical implementation in MOPAC2009, there is a
minor discontinuity close to a reaction coordinate value of 0.7. This
most probably arises from the use of a distance cutoff in the H-bond
correction. Overall, the shape of the curve, the energy difference
between the minima, and the barrier height are not as good as in
PM6-D3H4.

’CONCLUSIONS

Empirical corrections for noncovalent interactions can sub-
stantially improve the performance of semiempirical quantum
mechanical methods, reaching chemical accuracy (error of
1 kcal/mol) in most of the benchmark data sets studied. These
results are very close to much more expensive methods, such as
DFT-DorMP2, while the efficiency of the SQMmethodmakes it
possible to study very large systems on a routine basis.

The accuracy of the corrected SQM method approached its
limits already with the DH2 correction, and the later advance-
ments including the one presented here aim mainly to improve
the robustness of the method. This was achieved by adopting the
latest developments in the dispersion corrections for the DFT
methods and redesigning theH-bonding correction from scratch.
Although the H-bonding correction has been substantially
simplified, the accuracy was improved.

We have addressed multiple weaknesses of the previous gen-
erations of the corrections. Most importantly, the D3H4 correc-
tion is the first one that can be used for geometry optimizations
andmolecular dynamics, as it and its derivatives have a continuous
and smooth potential energy surface. For the first time, we have
used scaling of the correction in charged hydrogen bonds in order
to improve the accuracy in these systems.

The new H-bond correction does naturally describe proton
transfer along a hydrogen bond, yielding a smooth potential
energy surface even in the most complex cases. Stabilization of
the minima effectively increases the barrier height, improving the
SQM results toward a more accurate reference.

Among the tested methods, PM6-D3H4, DFTB-D3H4, and
RM1-D3H4 yield errors lower than 1 kcal/mol in multiple
benchmark data sets. We have also shown that these methods
reproduce geometries of noncovalent complexes with good
accuracy, which makes them useful for many applications.

Figure 4. The proton transfer in a network of hydrogen bonds. The energy profile along the reaction coordinate obtained with PM6 (blue), PM6-DH+
(green), and PM6-D3H4 (red) is compared with the MP2/aug-cc-pVDZ reference (black).
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Semiempirical methods with corrections for noncovalent
interaction can yield very accurate results on small model systems
and have been successfully applied to real-world systems. How-
ever, we would like to end this paper with a warning: The
accuracy of both the SQM methods and of the corrections is
achieved by empirical parametrization, and they can yield large
errors when applied to systems that are outside of this parame-
trization. Therefore, it is advised to examine the results critically
and possibly check them against more reliable calculations.
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ABSTRACT: Possible mechanisms for the reaction of aluminum anion clusters with water have been studied theoretically using
density functional theory for four different size clusters. Our results confirm the previously found (Reber et al. J. Phys. Chem. A 2010,
114, 6071) importance of Lewis-acid and Lewis-base sites on the cluster in the size specificity of the reactivity. However, alternative
viable mechanisms have been found using both Langmuir�Hinshelwood and Eley�Rideal kinetics. Grotthuss-like mechanisms
appear to be the most energetically favorable. We show that while the superatom theory successfully predicts reactivity of smaller
clusters, it is less useful for the larger clusters.

I. INTRODUCTION

The reaction of aluminumwith water to produce hydrogen gas
is of interest as an alternative energy source. While aluminum in
bulk reacts too slowly for practical applications, evidence sug-
gests much faster rates for micro- or nano-sized aluminum
particles.1,2 As with other metal nanoparticles, structure and
properties vary by cluster size, and these variationsmay be at least
partially explained or predicted through the use of “super-atom”
theory and “magic numbers”, which are related to the spherical
jellium model.3�8 In the superatom theory, the valence electrons
in a cluster of metal atoms are sufficiently delocalized such that
the wave function solution, in analogy with atomic wave func-
tions, fills “super-atom” electronic shells designated as 1S, 1P,
1D, 2S, 1F, 2P, 1G, 2D, 3S, ..., thus generating the following series
of magic numbers: 2, 8, 18, 20, 34, 40, 58, 68, 70, ... A cluster with
amagic number of valence electrons should be particularly stable,
in analogy with an inert gas. The aluminum atom has three
valence electrons, and the superatom theory correctly predicts
the inertness of Al13

�1, with 40 valence electrons, as well as
of Al11

�1, with 34 valence electrons. The high reactivity of
Al12

�1, with 37 valence electrons, and of Al17
�1, with 52 valence

electrons, is also consistent with the theory.
The production of hydrogen gas from the reaction of alumi-

num nanoclusters with water was observed in a fast-flow reactor.9,10

Reber et al.10 investigated possible correlations between the
reactivity with water and various calculated properties of the
clusters, including dipole moment, binding energy, transition
state energy, product energy, and orbital energies. The Al12

�1

cluster has a relatively large dipole moment and reacts rapidly
with water (although apparently does not produce H2), but
the symmetric Al17

�1 has a zero dipole moment and also reacts
rapidly with water, including the release of H2.

The Al12
�1 cluster also has a large binding energy with water

and a low barrier for the OH bond-breaking, but these properties
alone are not sufficient to predict the reactivity for each cluster
size. The energy and structure of the Kohn�Sham molecular

orbitals were found to be important, particularly that of the
highest occupied molecular orbital (HOMO) and lowest un-
occupied molecular orbital (LUMO). In systems with an odd
number of electrons (Al12

�1 and Al20
�1), the singularly occupied

molecular orbital will be labeled SOMO, the lowest completely
unoccupied orbital LUMO, and the highest doubly occupied
orbital SOMO�1. Positions on the cluster where the LUMO
protrudes out in space are Lewis-acid sites, which tend to attract
the lone-pair of electrons of the oxygen atom in the water
molecule. A water molecule will bind at these sites with a typical
stabilization energy of 0.3�0.6 eV. If an adjacent aluminum
atom has a strong contribution from the HOMO (the SOMO for
odd-electron species), it can act as a Lewis-base, and one of the
hydrogen atoms from the water molecule can bind to it, breaking
its bond to the oxygen atom, resulting in the H and the OH
being bound on adjacent aluminum atoms. For some clusters, the
barrier for this reaction is less than the stabilization energy of the
initial water binding, and this step is exothermic by over 1.0 eV,
making the reaction thermally favorable. Other water molecules
can react with other Lewis-acid�Lewis-base pairs on the alumi-
num cluster. Because of the exothermicity of this reaction, the
system may have enough energy for two hydrogen atoms on
adjacent aluminum atoms to form a bond and be released as H2.
This is the Langmuir�Hinshelwood (LH)mechanism described
by Reber et al.10 Alternative mechanisms that they describe
include the Eley�Rideal (ER) type, where the second water
molecule does not undergo bond-breaking on the surface but
instead transfers a hydrogen atom directly to the bound hydro-
gen to form H2, and a “direct” mechanism, where neither water
molecule undergoes surface bond-breaking but instead each
directly contributes a hydrogen atom to form H2. In studies
utilizing molecular dynamics (MD),11,12 a lower barrier for the
first step of the reaction was found through a Grotthuss-like
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mechanism where one, two, or three extra water molecules assist
in the transfer of the hydrogen atom. This mechanism may be
combined with either the LH or the ER mechanism to form a
complete path for the formation of H2.

In this study, we investigate the reaction of water with
aluminum cluster anions of size n = 12, 17, 20, and 23, by using
density functional theory and searching for viable reaction paths
to produce H2, taking all of the possible mechanistic paths into
account. The reactions with n = 12 and n = 17 have been studied
previously both experimentally and theoretically, and we expand
upon those results. For n = 23, the number of valence electrons
corresponds to the magic number of 70, so the superatom theory
predicts it should be inert, but experiment has reported it to be
highly reactive with water.10 Conversely, Al20

�1, with 60 valence
electrons, should be reactive, but has been reported to have
low reactivity.10 Apparently, other structural or dynamic factors
prevail over the superatom theory for these clusters. This is con-
sistent with the results of Ma et al.,13 where in a study of the
photoelectron spectra of aluminum cluster anions in the size
range n = 13�75, only a few select cluster sizes followed the
superatom model.

II. COMPUTATIONAL METHODS

For Al12
�1 and Al17

�1, the structures of Roach et al.9 were
used as starting points for the optimized structures. The struc-
tures found by Aguado and Lopez14 were used as starting points
for the minimum energy structures of Al20

�1 and Al23
�1, as well

as confirmation of the Al17
�1 structure. The PBE15,16 functional

was used in the previous studies, and thus we report results
with this functional to extend the previous results. In a study
by Drebov and Ahlrichs,17 high-level ab initio calculations were
carried out on small neutral aluminum clusters, and the results
were used to test several exchange-correlation functionals. Be-
cause they did not include any meta-hybrid functionals in this
study, we have extended their results by testing the M06 and
M06-2X functionals of Zhao and Truhlar.18 The results are listed
in Table S1 of the Supporting Information, including the cohesive
energies and the dissociation energies as well as the maximum
error and average error for each. The M06 functional, which has
27% exact exchange and has been parametrized to be accurate
for both metallic and organic systems, has lower errors in each
category than does the M06-2X functional, which has 54% exact
exchange and has been parametrized primarily for main group
chemistry. The M06 functional has the lowest maximum error
and lowest average error of any functional for the cohesive
energy, and it has the second lowest maximum error and the
lowest average error for the dissocciation energy; thus it was
chosen for this study. Reaction paths are reported for the Al12

�1

and Al17
�1 systems using the PBE15,16 andM0618 functionals with

the 6-311++G** basis set. For the Al20
�1 and Al23

�1 systems,
results are calculated at the PBE/6-311G** andM06/6-311++G**
levels of theory. All calculations were carried out with the
GAMESS19 program except for the M06 calculations on Al17

�1,
Al20

�1, and Al23
�1, which were carried out with Gaussian 09.20

The potential energy surface for each Aln
�1�H2O system was

sampled by carrying out DFT local optimizations with the water
molecule near each aluminum atom. Only sites with significant
LUMO or LUMO+1 contribution had a binding interaction.
For the Grotthuss-type mechanisms, only one additional water
molecule was included for each step. While mechanisms with
additional water molecules probably exist, a previous study11

Figure 1. Reaction path structures for Al12
�1 + water. Each row of

this figure has the reactant, transition state, and product structures
for the given step. The relative enthalpy, calculated with M06,
is listed under each structure (eV). (a) Step 1 for LH1 and ER.
(b) LH1 step 2. (c) LH2 step 1. (d) LH2 step 2. (e) LH2 step 3.
(f) ER step 2. (g) GLH step 1.
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found the lowest barrier with just one additional water molecule.
The transition states for each mechanism were found by the
standard search methods21�23 available in the GAMESS and
Gaussian programs, and each transition state was confirmed to
have exactly one imaginary frequency. Reaction path following
calculations24 were carried out to confirm that the transition state
connects the reactant to the product.

III. RESULTS AND DISCUSSION

A. Al12
�1. The extremely stable “super halide” ion Al13

�1 has
an icosohedral structure with one atom in the center and the
other 12 atoms located at the icosohedron’s vertices, and the
Al12

�1 ion has a similar structure with one of the vertex atoms
missing; thus it can be described as two stacked, staggered
pentagonal rings with one atom on top and one central atom.
The LUMO for the Al12

�1 cluster has a large, protruding lobe
on the “top” atom, and thus the oxygen atom of the water
molecules binds to this aluminum atom, as found previously,9,10

and an O�H bond is broken when one hydrogen atom binds
to an adjacent aluminum atom. Reactant, transition state, and
product structures for each step in each reaction mechanism
studied here are shown in Figure 1, as well as the enthalpy relative
to the original reactants. Figure 2 shows the energetics along each
reaction path. Two different structures with similar energies were
found for the product of the first step. When the geometry
optimization was carried out with the pure GGA functional PBE,
the structure shown as the product of step1:LH1 was found,
which appears to correspond to the structure found previously.9,10

When the optimization was carried out with a hybrid functional,

the system rearranged to the structure shown as the product of
step1:LH2, where the bottom ring of aluminum atoms, instead of
resembling a pentagon, now resembles a hexagon with one atom
missing. When the two structures were reoptimized at each level
of theory, they were found to have similar energies, with the LH2
structure lower in energy by 0.08 eV with either the PBE or the
M06 functional. When the LH1 structure is used, the reaction
proceeds as found previously,9,10with the second water molecule
binding to a site opposite the first water molecule, and the second
attached hydrogen atom being too distant from the first hydro-
gen atom for a viable reaction path to release H2. However, when
the LH2 structure is used, the second water molecule binds such
that when the O�H bond splits, this second attached hydrogen
atom is adjacent to the first one. The barrier for this second bond-
breaking step is higher in LH2 than in LH1, but with the two
hydrogen atoms in closer proximity in the LH2 mechanism, a
path could be found where H2 is released.
A reaction path was also found that follows the ER type mech-

anism in the second step. This mechanism follows the same mech-
anism as LH1 for the first step. As can be seen in Figure 1, in the
second step of the ER mechanism, the second water molecule
directly transfers a hydrogen atom to the aluminum-bound hydro-
gen atom from the first step, thus creating H2 in just two steps. Be-
cause of hydrogen bondingwith the other oxygen atom, the addition
of the secondwatermolecule to the cluster in theERmechanismhas
an additional stabilization energy, 0.4 eV as compared to 0.2 eV for
LH1 or LH2. The ER mechanism also has a low barrier for the
second step, 0.3 eV, as compared to 0.5 eV for LH2 (M06: 0.9 eV).
The barrier for the second step in LH1 is 0.1 eV (M06: 0.3 eV), but
this mechanism does not lead to the release of H2.

Figure 2. PBE andM06 reaction path energetics (corrected with zero-point-vibrational energies) with the 6-311++G** basis set for Al12
�1 + water. The

LH1mechanism is consistent with Roach et al.9 and does not release H2, while theGLHmechanism ends when the second water molecule does not form
an Al�O bond. The other two mechanisms release H2.
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Themolecular dynamics study of Shimajo et al.11 showed that,
for the first OH bond-breaking step, the Grotthuss-like mecha-
nism with one, two, or three additional water molecules has a
lower barrier than the LH mechanism (zero additional water
molecules), with the lowest barrier being with one additional
water molecule, followed by two additional water molecules, and
then three. We found that while one additional water molecule

provides stabilization energy of about 0.6 eV due to hydrogen
bonding, the barrier for the first step is similar in both mecha-
nisms, close to 0.2 eV (M06: 0.4 eV). However, a mechanism
that completes the reaction using the Grotthuss-like mechanism
could not be found for the Al12

�1 cluster. Only the first step in
a possible GLH or GER mechanism was found. Thus, the ER
mechanism seems most likely in this case.
Results from the PBE functional and the M06 functional are

generally in good agreement. One difference is that the reaction
barriers are slightly larger when theM06 functional is used. This
could be expected because GGA functionals usually under-
estimate transition state energies. Also, for the final configura-
tion of the LH1 mechanism, the M06 functional yields a lower
energy. The particularly low energy for the final product of this
mechanism, which does not release H2, may be the explanation
for the experimental evidence that this cluster does not pro-
duce H2.
B. Al17

�1. The mimimum energy structure for Al17
�1 identi-

fied by Aguado and Lopez14 consists of an icosohedral Al13
�1

core with a two-atom capping bridge and an identical capping
bridge opposite the first one, creating a prolate structure with
nearly D2h symmetry. The capping atoms are Lewis-base sites,
while the adjacent “side” atoms (those coordinated to just one of
the capping atoms) are the Lewis-acid sites.
Three mechanisms have been found for the release of H2:

LH, GLH, and GER. Figure 3 gives the structure and relative
enthalpy for the reactant, transition state, and product of each
step in each mechanism, and the energetics are plotted in
Figure 4. The two functionals are in good agreement, with the
main difference being the larger barriers in the M06 calculations.
An unassisted ER mechanism is not feasible due to the distance
between the second Lewis-acid site and the first Lewis-base site.
The LH mechanism was identified previously,9,10 but here
we have extended it to the release of a secondH2molecule. The
two Grotthuss-like mechanisms each have one additional waterFigure 3. Continued

Figure 3. Reaction path structures for Al17
�1 + water. See caption for

Figure 1. (a) LH step 1. (b) LH step 2. (c) LH step 3. (d) LH step 4.
(e) LH step 5. (f) LH step 6. (g) GLH and GER step 1. (h) GLH step 2.
(i) GLH step 3. (j) GER step 2.
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molecule assisting in the first O�H bond-breaking step, and
appear energetically favorable, as the hydrogen bonding of the
additional water provides an additional 0.6 eV in stabilization
energy and the first barrier is reduced from 0.08 eV (M06:
0.26 eV) to 0.00 eV (M06: 0.21 eV). While the reaction path for
the release of the H2 molecule by the LH mechanism involves
adsorption of a second water molecule with an exothermicity of
0.2 eV, in the GLH mechanism the third and fourth water
molecules are adsorbed with an exothermicity of 0.8 eV, and
in the GERmechanism the third water molecule is adsorbed with
an exothermicity of 0.6 eV. The LH and GLH mechanisms
each have a second step with a small barrier around 0.1 eV (M06:
0.3 eV) and an exothermicity around 1 eV, followed by a third
step with a barrier of about 1.0 eV and a endothermicity of 0.3 eV
(M06: 0.4 eV). The GERmechanism has only two steps, with the
second and final step having a barrier of 0.54 eV (M06: 0.84 eV)
and a small exothermicity of about 0.1 eV. While the GER
mechanism might be preferred as part of a renewable energy
cycle, where the lower overall change in energy results in a faster
reaction rate,25 the GLH mechanism’s lower barrier for the
second step, as well as the larger overall exothermicity, makes
it appear energetically favorable. Also, the experimental results9,10

indicate that the GLH mechanism is preferred over the GER
mechanism, as the peak at a mass of 535 is more prominent than
a peak at 515. The GLH mechanism might be preferred if
the additional heat of reaction can be utilized and if the alumi-
num hydroxide product is desired. A recent MD simulation by
Ohmura et al.12 shows this system producing threeH2molecules.

Their mechanism for producing the first H2 molecule appears to
be an alternative GER mechanism, where the first Al�H bond is
formed in a Grotthuss-like step similar to that shown here, while
the second step has a water molecule bind to an adjacent Al atom
and transfer one of its H atoms to this boundH atom in amanner
similar to the ERmechanism, but with some influence from other
water molecules. Because their figures12 do not show the full
cluster or all of the water molecules involved, a full comparison
with our results is not possible.
The LH mechanism has been extended for the release of a

second H2 molecule. The reaction path to release the second H2

has higher barriers and less exothermicity than the path for the
first H2. However, it should still be feasible because releasing the
first H2 was exothermic by 2.6 eV, and release of the second H2 is
exothermic by about 2 eV.
C. Al20

�1. The four energy-minimized structures for n = 20
reported by Aguado and Lopez14 are shown in Figure 5. The first
minima, labeledM1 in Figure 5, was found to be lowest in energy
for the neutral, the cation, and the anion, and our calculations

Figure 4. PBE and M06 reaction path energetics with the 6-311++G** basis set for Al17
�1 + water. The first three steps of the LH mechanism, which

results in production of a H2 molecule, are consistent with the previous results,9,10 but here the mechanism has been extended to the release of a second
H2 molecule. The GLH and GER mechanisms shown each release a H2 molecule.

Figure 5. Structures for Al20
�1, from left to right:M1,M2,M3, andM4.
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with both the PBE and the M06 functionals also found this
structure to be lowest in energy for the anion, as shown in
Table 1. This structure can be approximately described as the
icosohedral structure of Al13

�1 with a hexagonal ring stacked on
top and a single atom stacked on top of that. Thus, it has the
stacking sequence 1�5�1�5�1�6�1. The structure M2 has
the stacking sequence 5�1�6�1�6�1 and has an energy about
1 eV higher than that of structure M1. Structure M3 could be
described as being composed of a 1�5�1�6�1 stack, with the
remaining 6 atoms forming a floppy wing on one side. M3 was
found to be second lowest in energy when the M06 functional
was used, but still 0.8 eV less stable thanM1. Structure M4might
be roughly described by the stacking sequence 4�1�7�1�7,
and it has an energy 1.1 eV above the energy ofM1. Four types of
mechanisms have been found for the reaction of structure M1
with water to produce H2: LH, ER, GLH, and GER. The
structures for these mechanisms are shown in Figure 6 along
with the relative enthalpies, and the energetics are plotted in
Figure 7. The atom in the hexagonal ring that is most evenly
staggered between two atoms in the pentagonal ring below is the
most electron deficient, and thus it has a protruding lobe in the
LUMO. This is where the oxygen atom of a water molecule is
most likely to interact. The SOMO has a large lobe on the top
atom, and the OH bond can cleave across this pair of adjacent
Lewis-acid�Lewis-base sites. This step is identical in the LH and
ER mechanisms, while in the GLH and GER mechanisms, an
additional water molecule facilitates the transfer of the hydrogen
atom, significantly lowering the barrier.
In the first step for the LH and ER mechanisms, the barrier is

0.47 eV (M06: 0.80 eV), which is greater than the 0.3 eV (M06:
0.14 eV) gained by the initial coordination of the water molecule,
implying a low reaction rate for these mechanisms except at high
temperature. However, this step is exothermic by 1.3 eV, which
should make the rest of either reaction path feasible. In the
LH mechanism, coordination of a second water molecule gains
another 0.44 eV (M06: 0.26 eV), while the second O�H bond-
breaking barrier is 0.48 eV (M06: 0.55 eV). This step is exo-
thermic by 0.43 eV (M06: 0.97 eV) The third step, where the H2

leaves, has a barrier of 1.33 eV (M06: 1.77 eV), in a step that is
endothermic by 0.44 eV (M06: 0.92 eV). This mechanism has an
overall exothermicity of 2.44 eV (M06: 1.89 eV). In the ER
mechanism, the second water attaches to an aluminum atom
adjacent to the already attachedOH andH, and a hydrogen bond
is formed by the nonreacting hydrogen atom to the first oxygen
atom, resulting in a complex slightly more stable than in the LH
mechanism. The second step has a larger barrier than the second
step in the LHmechanism, but is also the final step, releasing H2.
A slight variant of the ER mechanism was also found, where the
second water molecule does not form the additional hydrogen
bond, making this intermediate state slightly less stable, resulting
in a smaller exothermicity for its formation but then a slightly
smaller barrier for the final step. The ER mechanisms seemmore

Figure 6. Reaction path structures for Al20
�1 + water. See caption for

Figure 1. (a) LH and ER step 1. (b) LH step 2. (c) LH step 3. (d) ER step
2. (e) GLH and GER step 1. (f) GER step 2. (g) GLH step 2. (h) GLH
step 3.

Table 1. Relative Energies of Al20
�1 Structures

M1 M2 M3 M4

M06/6-311++G** energy (eV) 0.00 1.08 0.86 1.15

enthalpy (eV) 0.00 1.04 0.85 1.12

PBE/6-311G** energy (eV) 0.00 0.73 0.82 0.88

enthalpy (eV) 0.00 0.73 0.83 0.87

PBE/DZP ref 14 0.00 0.89 0.87 0.91
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likely than the LHmechanism, as they avoid the third step, which
has a large barrier and is endothermic.
Two reaction paths were also found for the GER mechanism,

but they are mirror images of each other with no significant
differences in structure or energetics. The 1.1 eV (M06: 0.6 eV)
gained by the addition of the first two water molecules should be
enough to get over the first bond-breaking barrier of 0.2 eV
(M06: 0.5 eV). This step is exothermic by 1.0 eV (M06: 1.33 eV),
and addition of the third water molecule gains another 1.1 eV
(M06: 0.6 eV). The second and final step has a barrier of 0.4 eV
(M06: 0.7 eV) and is approximately thermoneutral. The modest
barriers and overall exothermicity of 3.1 eV (M06: 2.4 eV) make
this mechanism seem quite likely.
The GLH mechanism is identical to the GER mechanism

for the first step, and the barrier for its second step is similar
in magnitude to the second step in the GER mechanism. How-
ever, while the second step in the GER mechanism is the H2-
producing final step, completion of the GLH mechanism to

release H2 requires a third step, which has a significant barrier.
Thus, the GER mechanism seems most likely.
The experimental data for these reactions were obtained by

detecting species in the product stream by mass spectroscopy.10

While the experimental report is that Al20
�1 resists reacting with

water, the peak near a mass of 616 could be the GLH product,10

while the GER product at a mass of 596 may be obscured by the
large peak at a mass of 594 from unreacted Al22

�1. Because
the initial binding energies for these mechanisms are small, the
leaving of water before reaction occurs may be competitive with
the GLH and GER mechanisms outlined here, resulting in the
experimentally observed slow reaction rate, even at high water
concentrations.10

D. Al23
�1. For Al23

�1, the second and third energy-minimized
structures of Aguado and Lopez,14 labeled M2 and M3 in
Figure 8, are close in energy, and while M2 is calculated to be
the global minimum by 0.12 eV when the PBE functional is used,
M3 is calculated to be the global minimum by 0.37 eV when the
M06 functional is used, as shown in Table 2. Structure M2 might
be called a highly distorted tetrahedron, while M3 is approxi-
mately a pentagonal bipyramid.

Figure 7. PBE/6-311G** andM06/6-311++G** reaction path energetics for Al20
�1 + water. The four mechanisms shown all result in the release of H2.

Figure 8. Structures for Al23
�1, left to right: M2 and M3.

Table 2. Relative Energies of Al23
�1 Structures

Al23
�1 M2 M3

M06/6-311++G** energy (eV) 0.39 0.00

enthalpy (eV) 0.37 0.00

PBE/6-311G** energy (eV) 0.00 0.09

enthalpy (eV) 0.00 0.12

PBE/DZP ref 14 0.00 0.04
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The reaction of each of these two structures with water has
been investigated with the LH, ER, GLH, and GER mechanisms.

Figure 9 shows the structures and relative enthalpies for each step
in each mechanism, and the reaction energetics are plotted in
Figure 10. The first two steps of the LH mechanism for structure
M2 were found, with the chemisorption of the two water
molecules again driven by the presence of adjacent Lewis-acid
and Lewis-base sites. The resulting two hydrogen atoms bonded
to the cluster in this mechanism are too far apart to form H2, so
this mechanism fails to produce hydrogen gas. A path for the ER
mechanism was not found for theM2 structure. Amechanism for
the first step in a GLH or GER path was found, but a second step
could not be found due to a lack of adjacent Lewis acid�Lewis
base sites combined with the strong binding of the first H atom to
the cluster.
When the M3 structure is used, reaction paths using the

LH, GLH, and GER mechanisms were found. In the LH
mechanism, the energy gained from the initial water adsorption
(PBE, 0.51 eV; M06, 0.27 eV) may not be enough to surmount
the barrier (PBE, 0.39 eV; M06, 0.69 eV) for the first bond
splitting (particularly according to the results from the M06
functional), so this mechanism is likely to be slow except at high
temperature. However, because this step is exothermic by about
1 eV, and adsorption of the second water molecule gains an
additional 0.55 eV (M06: 0.24 eV), the system should have
enough energy to get over the second barrier of 0.48 eV (M06:
0.74 eV). Because the second step is exothermic by 0.66 eV
(M06: 0.55 eV) and is followed by a rearrangement that is
exothermic by 0.35 eV (M06: 0.66 eV), the system may have
enough energy to surmount the final barrier of 0.96 ev (M06:
1.31 eV). However, the two Grotthuss-type mechanisms seem
more likely with their lower barriers and larger exothermicity.
The GERmechanism seems particularly likely because it releasesFigure 9. Continued

Figure 9. Reaction path structures for Al23
�1 + water. See caption for

Figure 1. (a) M2 LH step 1. (b) M2 LH step 2. (c) M2 GER step 1.
(d)M3LH step 1. (e)M3 LH step 2. (f)M3LH step 3. (g)M3GLH and
GER step 1. (h)M3GLH step 2. (i) M3GLH step 3. (j) M3GER step 2.
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H2 after just two steps, while the third step in the GLH mech-
anism has a significant barrier (PBE, 1.02 eV; M06, 1.25 eV).

IV. CONCLUSIONS

The reaction of aluminum nanocluster anions with water
has been studied theoretically using density functional theory.
The results from the PBE and M06 functionals are in at least
qualitative agreement, with the M06 calculations yielding some-
what larger reaction barriers. Our study did find significant size
and structure specificity in reactivity. As found previously,13 the
superatommodel is not fully reliable for predicting the properties
of aluminum cluster anions. The importance of sites that act
as Lewis acids and Lewis bases, as described previously,9,10 was
confirmed. The Grotthuss-like mechanisms, where additional
water molecules facilitate the proton transfer reaction, were shown
to be important paths for these reactions. For the Al12

�1 cluster, a
Grotthuss-likemechanism forH2 production could not be found.
However, an ER mechanism was found, as well as a second LH
mechanism that could release H2. The LH mechanism found
previously9,10 was confirmed with both functionals, and due to
the low barrier in its second step and particularly stable product,
may be the reason for the experimental result, indicating that this
cluster does not lead to H2 production. For the Al17

�1 cluster,
the previously found LH mechanism was extended to release a
second H2 molecule, and two other H2-producing mechanisms
were found that use Grotthus-like mechanisms. The products of
these mechanisms can also be observed in the experimental
data.9,10 For the Al20

�1 cluster, four mechanisms were found,
but only the two Grotthuss-like mechanisms are likely to be

energetically feasible except at high temperature, and they may
only play a major role at larger water concentrations. These
factors may explain the resistance to reactivity of this cluster
observed experimentally. For the Al23

�1 cluster, the initial
binding energy is larger, which may explain its enhanced reactiv-
ity. The experiment did not report whether H2 was produced in
the reaction of Al23

�1 with water, yet the results of this study
indicate that theM3 structure is likely to produce H2, but that the
M2 structure might not produce H2 even though it reacts with
water. Our analysis has provided a more complete understanding
of hydrogen production by Al anion clusters than previously
reported, consistent with experimental results that are available
so far.
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ABSTRACT:Molecular simulations aim to sample all of the thermodynamically important states; when the sampling is inadequate,
inaccuracy follows. A widely used technique to enhance sampling in simulations is Hamiltonian exchange. This technique introduces
auxiliary Hamiltonians under which sampling is computationally efficient and attempts to exchange the molecular states among the
auxiliary and the original Hamiltonians. The effectiveness of Hamiltonian exchange depends in part on the probability that the trial
exchanges can be accepted, which involves good choices of auxiliary Hamiltonians and a good method of generating the trial
exchanges. In this paper, we investigate nonequilibrium simulations as trial exchange generators and develop a theoretical model for
the efficiency of Hamiltonian exchange and an algorithm to better configure such simulations. We show that properly configured
nonequilibrium simulations can modestly increase the overall efficiency of Hamiltonian exchange.

1. INTRODUCTION

Amajor problem in many molecular simulations is inadequate
sampling.1,2 Sampling methods such as molecular dynamics
(MD) and Monte Carlo (MC) typically generate a series of
molecular states by small moves, such that in the long time limit,
the states are sampled with probabilities corresponding to the
equilibrium distribution of the underlying Hamiltonian. In many
molecular systems, however, the thermodynamically important
states are separated by high energy barriers, and crossing these
barriers in a simulation is rare, which, for computations of feasible
length, leads to incorrect probability densities of the sampled
molecular states. Inadequate sampling can be manifested in
poorly converged estimates of thermodynamic averages of phy-
sical quantities; it can prevent simulations from reproducing
molecular events—such as protein folding and conformational
changes—observed in experiments. Poor sampling can cause
inaccurate results to appear deceivingly precise,3 leading to a false
assumption of convergence. Many techniques have been devel-
oped to tackle the problem of inadequate sampling,1 including
the popular and powerful Hamiltonian exchange method. In this
work, we propose a protocol to significantly improve the
efficiency of Hamiltonian exchange and provide a systematic
framework for measuring the relative benefits of the variations of
Hamiltonian exchange methods.

A common approach used to enhance sampling is to introduce
auxiliary Hamiltonians under which the energy barriers are
significantly reduced and the sampling is efficient. The equilib-
rium distribution of the original Hamiltonian can be obtained
either by reweighting the molecular states sampled under
the auxiliary Hamiltonians4 or by coupling a simulation of
the original Hamiltonian with simulations of the auxiliary
Hamiltonians, so that the molecular states sampled under the
auxiliary Hamiltonians can be “exchanged” into the simulation
of the original Hamiltonian. This latter approach—with many
variations—is referred to as the generalized ensemble method or

Hamiltonian exchange. In such simulations, normal MD or MC
moves are interrupted by attempts to exchange molecular states
generated under one Hamiltonian into the simulation under a
different Hamiltonian, and such trial exchanges are accepted
or rejected such that the equilibrium distribution at each
Hamiltonian is preserved. Early attempts of Hamiltonian ex-
change, such as simulated tempering5,6 and parallel tempering,7,8

reduce enthalpic barriers by raising the simulation temperatures,
in effect linearly scaling the energy function. Other Hamiltonian
modifications,6,9,10 such as softening nonbonded interactions,11,12

altering dihedral terms,13 or reducing the effective degrees of
freedom,14,15 have since been proposed.

In order for Hamiltonian exchange to work well, trial ex-
changesmust be accepted with a high enough probability to allow
simulations at the original Hamiltonian to benefit from the
enhanced sampling at the auxiliary Hamiltonians. The efficiency
of Hamiltonian exchange can be improved through the judicious
selection of auxiliary Hamiltonians and through informed con-
struction of trial exchanges. The simple trial exchange—given a
molecular state under Hamiltonian Ha, switch on a different
Hamiltonian Hb—has been a de facto choice in most reported
Hamiltonian exchange simulations, in which case the only issue is
to optimize the selection of auxiliary Hamiltonians. More
sophisticated trial exchanges,16�18 in which the molecular state
and the Hamiltonian are updated together in such a way that the
new molecular state has increased probability in the equilibrium
distribution of the newHamiltonian, can enhance the acceptance
probabilities of the trial exchanges, as illustrated in Figure 1a.
Recently, nonequilibrium simulations have been proposed as a
method for generating trial exchanges.19,20 In Hamiltonian
exchange with nonequilibrium trials (HENT), both the non-
equilibrium simulations in the trial exchanges and the selection of

Received: July 5, 2011
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auxiliary Hamiltonians need to be planned carefully to achieve
efficient exchanges. How to plan them effectively is an open
question that we address in this work; our protocol optimizes the
two aspects together.

To generate a trial exchange using nonequilibrium simula-
tions, the molecular system undergoes a simulation governed by
a time-dependent Hamiltonian that changes in a nonequilibrium
fashion from the current Hamiltonian into the target
Hamiltonian over a prescribed period of time (Figure 1b). These
trial exchanges are more likely to be accepted than simple trial
exchanges because the molecular state has changed gradually
following the evolution of the Hamiltonian, so that at the end of
the simulation, the molecular state is one that is more likely to be
found in the equilibrium distribution corresponding to the new
Hamiltonian. On the other hand, increased acceptance does not
necessarily translate to increased computational efficiency, as the
nonequilibrium simulations entail additional computational cost.
The question remains whether the benefit of increased accep-
tance outweighs the cost of the additional simulation associated
with each trial exchange. This paper lays out an objective frame-
work to measure the overall efficiency of HENT and compares
HENT to Hamiltonian exchange using simple trial exchanges.

In this work, we illustrate our method and demonstrate its
effectiveness in a common application: computing the free
energy associated with the transfer of a flexible molecule from
the gas phase into an aqueous solution. In order to obtain the
correct free energy, all of the conformations of the solute
molecule must be sampled according to the Boltzmann distribu-
tion, both in the gas phase and in the solution phase, but
inadequate sampling can occur when there are high energy
barriers between different solute conformations. Here, we com-
pare the effectiveness of several variations of Hamiltonian
exchange in dealing with this problem. We show that at the
same total computational cost, nonequilibrium trial exchanges
configured using our protocol modestly enhance the overall
efficiency of Hamiltonian exchange compared with methods

based on simple trial exchanges, as evidenced by more accurate
free energy estimates. We expect that HENT under our protocol
can be a superior sampling method in general applications.

2. METHODS

2.1. Review of Hamiltonian Exchange and Nonequili-
brium Simulations. Hamiltonian exchange is a technique for
simulating the equilibrium distributions of a system for two or
more related energy functions (Hamiltonians). By coupling
multiple Hamiltonians into a single simulation, coordinates
explored with one energy function can be shared with all of the
other energy functions. There are two basic categories of
Hamiltonian exchange simulations: replica exchange and serial
exchange. Given a system with N different Hamiltonians, replica
exchange methods require N simulations to be run in parallel,
one per Hamiltonian. At regular or randomized intervals, the N
simulations attempt to exchange energy functions (or equiva-
lently, atomic coordinates) in some predetermined manner. A
common exchange scheme8 for an ordered set of Hamiltonians is
to have pairs of adjacent neighbors attempt Hamiltonian swaps
(Figure 2a). These exchange attempts are accepted or rejected
probabilistically such that the equilibrium distribution at each of
theNHamiltonians is preserved.While replica exchange requires
N simultaneous simulations, serial exchange requires only one.
This single simulation can traverse all N Hamiltonians by
regularly attempting to change Hamiltonians (Figure 2b). Com-
pared to replica exchange, serial exchange requires N � 1
additional parameters for the simulation to run efficiently.5

Further comparisons between serial exchange and replica ex-
change are included in the Supporting Information.

Figure 2. Three types of Hamiltonian exchange. (a) Replica exchange
requires one simulation per Hamiltonian level of interest, with all
simulations running simultaneously. In one common version of replica
exchange, swap moves (green arrows) are attempted at regular intervals,
with decisionsmade independently for disjoint pairs of neighbors. Swaps
require no simulation time, and regardless of their outcome, there is
always exactly one simulation per Hamiltonian level. (b) Serial exchange
uses a single simulation that can hop between different Hamiltonian
levels. If a Hamiltonian swap is rejected (red arrow), the simulation stays
at the same level. One parameter per level controls the average amount
of time spent simulating at each Hamiltonian. (c) Serial exchange with
nonequilibrium trials replaces the direct Hamiltonian swap attempts
with a simulation under a time-dependent Hamiltonian, which improves
acceptance rates at the expense of additional simulation time. A similar
strategy can also be applied to replica exchange (not shown).

Figure 1. Benefits of sophisticated trial moves. The large rectangles
represent two energy surfaces on the same two-dimensional domain,
with the white and pink regions showing low and high energy regions,
respectively. (a) A simple trial exchange (dotted line) keeps the
coordinates (blue star) the same, producing a move unlikely to be
accepted. A more efficient move (green arrow) connects the low energy
regions, and has a much higher acceptance rate without the need for
intermediate Hamiltonians. The changing width of the green arrow
indicates a scaling of coordinates, and is accounted for by the Jacobian
term in the acceptance criterion. (b) In many-atom systems, it is often
unclear how to construct the most efficient trial exchanges. Instead,
shortened molecular dynamics with a time-dependent Hamiltonian can
be used to make a sophisticated trial exchange. This comes with an
associated cost, so the challenge is to determine when the benefits
outweigh the added expense. Both a and b apply to serial exchange; in
replica exchange, there is a simultaneous move from the right system to
the left, i.e., an arrow in the reverse direction connecting a different pair
of points.
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A sufficient condition for ensuring that exchange moves
preserve the equilibrium distribution is detailed balance. This
property can be defined in terms of a transformation of coordi-
nates:

πðx̂Þ pðTÞ aðx̂ f T½x̂�Þ ¼ πðT½x̂�ÞjJTðx̂ÞjpðT�1Þ aðT½x̂� f x̂Þ
ð1Þ

Here, x̂ is a generalized variable that includes the atomic
coordinates, velocities, and other state information for all of
the systems being simulated, T is a one-to-one transformation,
p(T) is the probability of attempting T, JT(x̂) is the correspond-
ing Jacobian determinant, and a(x̂f T[x̂]) is the probability of
accepting the transformation. A simple serial exchange transfor-
mation is to keep atomic positions and velocities constant and to
increment or decrement the Hamiltonian level. The Jacobian
determinant of this transformation is simply 1 and is often
omitted from the detailed balance equation. Individual moves
that satisfy detailed balance can be strung together in a sequence
to form a single combined move. While this combined move is
unlikely to satisfy detailed balance,Manousiouthakis andDeem21

showed that such a sequence will still drive the system toward the
equilibrium distribution. This justifies alternating sampling steps
with a series of exchange attempts, as depicted in Figure 2a.
In molecular simulations, efficient trial moves such as those in

Figure 1a are often difficult to generate. Nonequilibrium molec-
ular dynamics can be used—in this case with a reversible, time-
dependent energy function that smoothly links two target
Hamiltonians22,23—to generate trial moves (Figure 2c), similar
to how equilibrium molecular dynamics is used to generate trial
moves in hybrid Monte Carlo.24 The change in the total energy
of the system before and after the nonequilibrium simulation
determines the acceptance probability of the trial move. In this
work, such trial moves are referred to as nonequilibrium trial
exchanges, and methods that use these simulation-based moves
fall into a category referred to as Hamiltonian exchange with
nonequilibrium trials. In contrast, direct coordinate swaps without
simulation-based moves are referred to as simple trial exchanges,
and methods that use only these moves are collectively referred
to as simple Hamiltonian exchange.
2.2. Efficient Configuration of Hamiltonian Exchange by

Minimizing Mean Round Trip Time. In a typical Hamiltonian
exchange simulation, there are two energy functions of interest: a
standard molecular dynamics force field meant to mimic physical
properties and a modified force field meant to enhance sampling.
To efficiently perform Hamiltonian exchange, one needs to have
a reasonable chance of accepting exchanges between the two. In
simple Hamiltonian exchange, this is traditionally accomplished
by choosing a reaction coordinate connecting these two
Hamiltonians and placing enough intermediate Hamiltonians
along this path to ensure that nearest-neighbor exchanges are
accepted at a reasonable rate. Much has already been written on
the optimal placement of intermediates for various simple
Hamiltonian exchange methods.7,25�28 When performing HENT,
efficiently setting up the simulation becomes more complicated.
Is it better to have only two Hamiltonians connected by a
long nonequilibrium trial exchange, or a few intermediate
Hamiltonians connected by shorter trial exchange simulations, or
many intermediates without any nonequilibrium trial exchanges?
A framework for answering this question is the main methodo-
logical contribution of this work and provides a way to configure
efficient HENT simulations.

Given a predetermined reaction coordinate, one needs to
decide the number and placement of intermediate levels, as well
as the lengths of any nonequilibrium trial exchanges. This is a
nontrivial task, for which it is necessary to have a simple quality
metric to assist parameter selection. One such metric for para-
meter quality is the mean round trip time (mrtt), a measure of the
average simulation time required for the system (or a particular
replica of the system in the case of replica exchange) to diffuse
from one end of the reaction coordinate to the other end and
back again.26 Conceptually, minimizing the mrtt allows the
simulation to quickly diffuse to a Hamiltonian where sampling
is fast, and then back to the physical Hamiltonian of interest. The
main theoretical result of this paper is an inexpensive estimate of
the mrtt for an N-level serial exchange process:

dmrtt ¼ 2ð∑
N

i¼ 1
si þ ∑

N � 1

i¼ 1
ti, iþ1Þð ∑

N � 1

i¼ 1
1=ai, iþ1Þ ð2Þ

where si is the amount of time spent simulating at Hamiltonian i
before attempting an exchange, ai,i+1 is the mean acceptance rate
between two adjacent levels, ti,i+1 is the length of a nonequi-
librium trial exchange, anddmrtt is an estimator of the true mean
round trip time. Throughout this paper, Hamiltonian exchange
simulations are configured by choosing parameters, i.e., the
number and placement of intermediate Hamiltonians, and the
length of the nonequilibrium simulations, that minimize the
value of this estimator. Equation 2 is exact for the case of a
simplified Markov process with an equilibrium distribution that
visits all N Hamiltonian levels equally. While it may not be

Scheme 1. Pseudocode for Selecting Hamiltonian Exchange
Parameters
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optimal to equally visit all levels,26,29 this is a reasonable way to
simplify parameter selection. The derivation of eq 2 is provided
in the Supporting Information.
In this work, the si values in eq 2 are fixed at 1 ps for almost all i

(see section 2.3 for the exception). There is no clear consensus at
this point on the optimal frequency of exchange attempts;30,31

the si values used in this study were not chosen according to any
particular optimality criterion but fall well within the (rather
wide) range of values that have been employed in various studies
reported in the literature.32�34

Equation 2 applies specifically to serial exchange but can also
be adapted to replica exchange with a few small modifications.
Viewing replica exchange as N loosely coupled serial exchange
runs,35 eq 2 still holds with the exception that all si r maxiðsiÞ
and all ti, iþ1 r maxiðti, iþ1Þ, due to the synchronous nature of
replica exchange. The mrtt is based solely on simulation time
used, and it is assumed that all other computations, such as
energy evaluations, have negligible costs. This assumption breaks
down for extremely small values of si but is reasonable for the
examples presented here.
Practically, eq 2 provides a simple metric for parameter

optimization, under the assumption that mrtt is a reasonable
predictor of Hamiltonian exchange efficiency. Given L possible
Hamiltonian levels, along with estimated ai,j for given ti,j, a simple
dynamic program36 can quickly choose an mrtt-optimal subset of
these intermediates, along with optimal lengths for nonequili-
brium trial exchanges. (A method for estimating ai,j as a function
of ti,j is described in section 2.5.) The total number of levels
selected is an output of the algorithm and need not be specified
beforehand. This optimization algorithm is similar to finding the
minimum cost path connecting points 1 and L, given L � 2
possible intermediates and various pairwise edge costs. The
problem here is slightly more difficult, as the total cost of a path
is not simply the sum of independent edge costs, but similar ideas
can still be used. A simple, near-optimal algorithm is given by the
pseudocode in Scheme 1. While this algorithm is likely sufficient
for practical purposes, refinements to guarantee optimality are
discussed in the Supporting Information.
2.3. Alchemical Free Energy Calculations with Hamilto-

nian Exchange.Hamiltonian exchange can be used to compute
the free energy required to transfer a flexible small molecule from
the gas phase to an aqueous environment.37 One part of this
calculation38 is the conversion of a fully solvated molecule to an
uncharged small molecule with no interaction with the solvent.
These two states are depicted in Figure 3 as Hamiltonians Hon

andHoff, respectively. AlthoughHamiltonianHoff should provide
some enhanced sampling by removing the effects of solvent
viscosity on the small molecule, this effect is small. To speed up
sampling further, an auxiliary Hamiltonian, Hpseudo1D, is intro-
duced and allows for faster conformational changes (see below).
The small molecule studied here is a ligand for FK506-binding

protein (Figure 4). This ligand is one of several that have
previously been examined39 and is known to have at least two
slowly interconverting conformers. The experimental conversion
time between these forms is on the order of milliseconds to
seconds, and sampling of both states by plainmolecular dynamics
is unlikely on the time scales typically used for free energy
calculations.
There are several methods for overcoming energy barriers40�42

that could be used to facilitate transitions among the slowly
converting conformers. The method that we use in this work
extends the reaction coordinate to a newHamiltonian,Hpseudo1D,
where the ligand is not only decoupled from the solvent but all
ligand�ligand nonbonded interactions have also been turned off.
As a result, the potential energy of a ligand under Hpseudo1D is
simply the sum of bond, angle, and dihedral terms. If bond
lengths and bond angles are temporarily fixed, each rotatable
bond in the molecule, with the exception of those in a ring, has an
energy function that is independent of all the others, and the one-
dimensional probability distributions around each bond can be
easily computed. This decomposition into independent, one-
dimensional problems allows for direct resampling of all non-
cyclic rotatable bonds using standard numerical techniques such
as acceptance�rejection sampling.43 While bond lengths and
angles are not varied with this type of move, molecular dynamics
at other Hamiltonian levels should provide sufficient sampling
for these other degrees of freedom. Thus, when a serial exchange

Figure 3. Hamiltonian exchange reaction coordinate. Starting with the full Hamiltonian, Hon, the first stage linearly scales down all ligand charges.
Huncharged has all ligand charges set to zero but still interacts with the water through Leonard-Jones forces. The ligand�solvent interactions are then
scaled down using a softcore potential, with the forces reduced to zero (white ligand) inHoff. The goal of the free energy calculation described here is to
compute the free energy difference between Hon and Hoff. To overcome energetic barriers between slowly converting conformers, the reaction
coordinate is extended to Hpseudo1D, where the intramolecular Leonard-Jones terms in the ligand have also been removed. This greatly simplifies the
ligand potential energy (depicted by the simpler shape) such that the ligand’s conformations can interconvert directly, without the need for molecular
dynamics. Water is not shown in Hpseudo1D because it has already been decoupled from the ligand. Triple dots indicate an unspecified number of
intermediate Hamiltonians.

Figure 4. The FKBP ligand used in this study. Under standard condi-
tions, this ligand exists as a mixture of trans and cis isomers. A large
potential energy barrier prevents rapid rotation about the amide bond.
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simulation reaches Hpseudo1D, plain molecular dynamics is re-
placed with a direct resampling of rotatable bonds, and spseudo1D= 0.
In replica exchange, the same direct resampling can be per-
formed, but since all other levels are still performing molecular
dynamics, there are no wall-clock savings by skipping the simula-
tion step only at this level. Thus, when performing replica
exchange at Hpseudo1D, plain molecular dynamics is used along
with direct resampling of all noncyclic rotatable bonds.
2.4. Reaction CoordinateDetails.To connectHon andHoff, a

reaction coordinate44 is chosen (Figure 3) that first linearly scales
the charges to zero, yielding an intermediate Hamiltonian,
Huncharged. Next, the ligand�solvent Leonard-Jones interactions
are turned off with a softcore potential42 (see Supporting
Information), described by a parameter λvdw. When λvdw = 0,
this is the standard Leonard-Jones potential, andwhen λvdw = 1, this
potential is zero everywhere. The segment of the reaction coordi-
nate joiningHuncharged toHoff linearly scales λvdw from zero to one.
In order to overcome energy barriers, the reaction coordinate is
further extended to Hpseudo1D by turning off all ligand�ligand
Leonard-Jones interactions, using a similar softcore potential.
2.5. Initialization Data and Input Estimation. The results of

the parameter selection algorithm will only be as good as the ai,j,t
supplied to it. To estimate these ai,j,t, the reaction coordinate is
first subdivided into a large number of possible intermediates. In
the reaction coordinate segment connecting Hon and Huncharged,
there are 21 candidate intermediates for the charge scaling
parameter, ranging from one to zero. In the region Huncharged

to Hoff, there are 51 candidate intermediates for the ligand�
solvent softcore parameter, ranging from zero (full strength) to
one (completely off). In the final segment fromHoff toHpseudo1D,
ligand�ligand interactions are disabled with 21 candidate inter-
mediates. Such a fine subdivision would not be necessary for
actual applications, but for method comparison purposes, a
conservative approach is taken. Further detail is provided in
the Supporting Information.
Using the candidate intermediates described above, a series of

300 ps molecular dynamics runs are performed, starting with
Hpseudo1D and ending withHon. In the first leg,Hpseudo1D toHoff,
water is unnecessary, as it is decoupled from the ligand, and the
ligand is simulated in an otherwise empty box and run with a
constant volume, constant energy integrator. Every 1 ps, the
velocities are resampled to generate a constant volume, constant
temperature ensemble. An equilibrated water box is then overlaid
onto the ligand, and the remaining two legs are run analogously
to the first, but with an NPH integrator, and velocity resampling
(including an Andersen piston45) to maintain an NPT ensemble.
After the first 60 ps of each run, the potential energy of the system
is periodically evaluated at all other Hamiltonians within the leg.
From these data, relative free energy estimates are made for all
levels, using Bennett analysis46 or multi-Bennett analysis.47 (In
this study, only minor differences exist between standard and
multi-Bennett, so for the remainder of the work, standard
Bennett analysis is used, as it is computationally cheaper.) These
relative free energy estimates directly give the necessary para-
meters needed for serial exchange.5,48 Furthermore, these same
data are used with the free energy estimates to approximate the
mean acceptance rates, ai,j, of direct exchanges (ti,j = 0) between
all pairs of levels within a leg. These same data are also analyzed
to estimate replica exchange acceptance rates. In simple
Hamiltonian exchange, these acceptance rates are sufficient
for mrtt-optimal level placement, using the minimum-cost
path algorithm outlined above.

To estimate the impact of nonequilibrium trial exchanges,
additional simulations are needed for pairs of possible inter-
mediates. Exhaustive testing of all pairs is not practical, so only a
limited set of pairs is explored. These tests involve running two-
state serial exchange runs for select pairs, with separate simula-
tions needed for each ti,j 6¼ 0 of interest. Analyzing the work
values49 from these simulations gives estimated mean acceptance
rates as a function of simulation length. The choice of which (i, j)
pairs and ti,j to test is done by hand, and the specific cases
examined are shown in the Supporting Information. In the end,
the parameter selection algorithm can only choose nonequi-
librium trial exchanges that are explicitly tested. Including addi-
tional nonequilibrium exchanges might further improve the
performance of these methods relative to simple serial exchange.
One final aspect of initialization leverages the use ofHpseudo1D.

While the initialization procedure outlined above may work well
for a single ligand conformation, it may miss other important
conformers. To account for this, the above procedure is repeated
multiple times. Starting with a snapshot of the system under
Hamiltonian Hpseudo1D, the system is quickly minimized by
running 60 ps of constant volume, constant temperature molec-
ular dynamics at 5 K. From this minimized structure, the
equilibrium probability densities for rotation around each non-
cyclic rotatable bond are independently analyzed and divided
into rotamers, using a 5 kBTminimum peak to trough distance as
a rotamer definition. The free energies of these rotamers are then
estimated (see Supporting Information), and the free energy of a
conformer is approximated as the sum of its constituent rotamer
energies. Here, the six lowest free energy conformers (with
Hamiltonian Hpseudo1D) include three trans and three cis rota-
mers (Figure 4) and are chosen for further analysis. The
initialization procedure from the preceding paragraphs is per-
formed on all six of these conformers, and the data are combined
in a straightforward way to give revised input parameters,
appropriately averaged (see Supporting Information) across all
tested conformers. The nonequilibrium trial exchange tests are
only performed at the end, once the composite free energy
estimates are made using all six conformers. This rather elaborate
procedure is unnecessary for the correctness of the method, but
helps in selecting parameters for fair comparisons among differ-
ent variants of Hamiltonian exchange.
2.6. Production Data and Analysis.Once all of the necessary

parameters are chosen by the optimization algorithm, production
data are generated for three methods: simple replica exchange,
simple serial exchange, and serial exchange with nonequilibrium
trials. The optimized replica exchange simulation uses 19 Ha-
miltonian levels and is run for 200 ns. The starting conformations
for each level are picked from the initialization simulations and
include a roughly equal number of structures from each of the six
selected conformers. In both versions of serial exchange, 19
independent runs of 100 ns are performed using the same
starting coordinates as in replica exchange. The simulation costs
of any nonequilibrium trial exchanges are included in the total
run time. When comparing the three methods, only the first
100 ns of replica exchange are used. The additional 100 ns of
replica exchange are used to help create a gold standard com-
putational result (see Results). Free energies for these long simula-
tions are computed using versions of Bennett’s method,44,47,50

with details given in the Supporting Information.
Mean absolute errors in free energy estimates are computed

for varying amounts of total simulation time, which for HENT
includes the simulation time used to generate nonequilibrium



167 dx.doi.org/10.1021/ct200464v |J. Chem. Theory Comput. 2012, 8, 162–171

Journal of Chemical Theory and Computation ARTICLE

trial exchanges. Each simulation is divided into nonoverlapping
time intervals, and free energies are estimated for each time
interval. The differences between these estimates and the gold
standard are averaged across all of the time intervals to obtain the
mean absolute error. The 90% confidence intervals are calculated
subject to the assumption that the data in different time intervals
are independent. This assumption is justified when the correlation
between neighboring intervals is small; here, the total simulation
time is comparable to the mrtt, and the data are gathered across
19 replicas.
2.7. Molecular Dynamics Details. Simulations are run using

the molecular dynamics package, Desmond,51 using periodic
boundary conditions, with long-range electrostatics handled by
particle mesh Ewald.52 Calculations are performed with a re-
ference temperature of 300 K and a reference pressure of 1 bar. A
custom plugin is used to handle Hamiltonian exchange. Simula-
tions use a 1:1:3 RESPA schedule with an inner time step of 2 fs,
and bonds involving hydrogen atoms are constrained using a
numerically superior implementation53 of M-SHAKE.54 Addi-
tional molecular dynamics and Hamiltonian exchange details are
provided in the Supporting Information.

3. RESULTS AND DISCUSSION

3.1. Method Validation. To validate the correctness of
nonequilibrium simulations as trial exchange generators, the
relative free energy defined in section 2.3 is computed using
three different types of Hamiltonian exchange. The two control
methods, simple replica exchange and simple serial exchange,
hold system coordinates constant while attempting Hamiltonian
exchanges. The third method, serial exchange with nonequili-
brium trials, adjusts system coordinates via molecular dynamics
in order to improve acceptance rates. Table 1 shows that all three
methods produce statistically equivalent free energy differences.
The first row of the table gives the free energy estimate from
replica exchange, using all 3.8 μs of aggregate simulation time.
Since simple replica exchange is the most commonly used
Hamiltonian exchange method, this free energy estimate is used
as the gold standard for all future analysis. Other choices of the
gold standard, such as amaximum-likelihood weighted average of
all three methods’ results, yield similar results (a difference of
only 0.01 kcal/mol in the gold standard) to those presented in
this paper.
3.2. Efficiency of Nonequilibrium Trial Exchanges. As a

measure of the efficiency of nonequilibrium trial exchanges, the
mean absolute errors in free energy estimates are compared for
varying amounts of total simulation time. Figure 5 graphs these
errors for the three Hamiltonian exchange methods described
above. Serial exchange with nonequilibrium trials is the clear
winner and provides a roughly 20% reduction in mean absolute
error for all time lengths considered.
Less direct measures of efficiencies are the estimated and

observed mean round trip times for each Hamiltonian exchange

simulation. As described previously, the estimated mean round
trip time is the quality metric used to choose the number and
placement of intermediate Hamiltonians along the reaction
coordinate, as well as the lengths of any nonequilibrium exchange
simulations. Table 2 shows the results of minimizing the esti-
mated round trip times, using short initialization data and the
algorithm outlined in section 2.2. Comparing simple replica
exchange and simple serial exchange shows that the latter uses
fewer intermediates and is predicted by eq 2 to reduce the mean
round trip time by a factor of 2. Allowing for nonequilibrium
trial exchanges further reduces both the number of intermedi-
ates and the estimated mean round trip time. Actual mean
round trip times for the production simulations are shown
alongside the predicted values, and the relative speeds of these
three methods appear to be accurately captured by the model.
This correlation between estimated and observed mean round
trip times suggests that the parameter selection algorithm
described here is a reasonable way to set up and compare
different Hamiltonian exchange methods. Replica exchange
with nonequilibrium trials was not directly tested, but
the relative benefits of nonequilibrium simulations will likely
be similar to those seen for serial exchange. Finally, although
simple serial exchange has shorter mrtt than replica exchange, the
former does not appear to significantly outperform the latter with
respect to the mean absolute error of free energy estimates
(Figure 5). Thus, mrtt alone is not always a perfect measure of
sampling efficiency.

Table 1. Estimated Free Energy Differences and 90% Confidence Intervals

method total simulation time relative free energy (kcal/mol @ 300 K)

simple replica exchange (data from 19 replicas lumped together) 3.8 μs �55.41 (gold standard)

simple replica exchange (first half only, data analyzed as 19 independent trajectories) 1.9 μs �55.41 ( 0.05

simple serial exchange (19 independent runs) 1.9 μs �55.47 ( 0.05

serial exchange with nonequilibrium trials (19 independent runs) 1.9 μs �55.40 ( 0.03

Figure 5. Error reductions from nonequilibrium trial exchanges. The
mean absolute error (relative to a long replica exchange control) is
shown as a function of total simulation time used. In simple replica
exchange (green), this involved a single run with 19 replicas, while the
two serial exchange methods (orange, purple) combined data from 19
independent runs each. Simple serial exchange (orange) performed
comparably to simple replica exchange (green), while serial exchange
with nonequilibrium trials (purple) reduced the average error by roughly
20% across the board. Error bars represent 90% confidence intervals.
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3.3. Effects of Nonequilibrium Simulation Lengths and
Intermediate Hamiltonian Placement. Estimates of the mean
acceptance rates for select nonequilibrium exchange attempts are
shown in Figure 6. In all cases, as the nonequilibrium simulation
time increases, the mean acceptance rates go up. Black arrows in
Figure 6 indicate the point at which the efficiency ratio, defined
here as the mean acceptance rate divided by the move generation
cost, is at a maximum. Clearly, there is no single optimal length
for nonequilibrium trial exchanges, as the answer depends on the
location of the two end points along the reaction coordinate. In
cases where acceptance rates are already high with a simple trial
exchange, performing a nonequilibrium simulation decreases the
efficiency ratio. When acceptance rates are extremely low for
simple swaps, adding nonequilibrium trial exchanges can sig-
nificantly boost the efficiency. Looking at the green curve, the
efficiency ratio increases by a factor greater than 1010 when
comparing 100 ps nonequilibrium trial exchanges to simple trial
exchanges. This dramatic improvement is highly misleading, as
someone setting up a simple Hamiltonian exchange simulation
would never choose adjacent levels so far apart that the mean
acceptance rates were near zero. Instead, more intermediate
levels would be introduced, drastically reducing the benefit of
nonequilibrium trial exchanges for any pair of adjacent levels.

This example highlights why it would be unfair to simply choose
a single set of Hamiltonian levels as the basis for comparison
between simple Hamiltonian exchange and Hamiltonian ex-
change with nonequilibrium trials. Instead, eq 2 is used as a basis
to choose reasonable parameters for each method. Along these
lines, Table 3 shows the location and nonequilibrium simulation
times for the eight Hamiltonian levels used with serial exchange.
Of the seven possible nonequilibrium trial exchanges, four are
chosen to be instantaneous (i.e., the same as simple serial
exchange), and the remaining three have lengths of 0.5, 2, and
5 ps. The details of the Hamiltonian levels selected for the other
two methods are given in the Supporting Information.
Figure 7 shows both the average simulation box volume and

the estimated acceptance rates of serial exchanges without

Table 2. Theoretical and Observed Mean Round Trip Times and Speedup Factors Relative to Replica Exchange

method

optimal number

of levels

theoretical

time (ps)

theoretical speedup

factor

observed time with 90%

confidence intervals (ps)

observed speedup

factor

simple replica exchange 19 3189 4423 ( 156

simple serial exchange 14 1529 2.1 x 1967 ( 65 2.2�
serial exchange with nonequilibrium trials 8 993 3.2 x 1286 ( 34 3.4�

Figure 6. Approximating the efficiency of nonequilibrium trial ex-
changes. All curves show estimates of the mean acceptance rate for
changing the Leonard-Jones interactions between an uncharged ligand
and the solvent molecules, with solid lines indicating serial exchange and
dashed lines indicating replica exchange. The purple curves represent an
easy case: switching between a softcore coefficient of 0.88 and 1.0. The
orange curves switch between 0.82 and 1.0, and the green curves switch
between 0.0 and 1.0. The arrows indicate the point where the mean
acceptance rate divided by the cost per move is maximized for serial
exchange. In the hardest case (green), the maximum ratio occurs for
100 ps trial moves, whereas for the easiest case (purple), the maximum
occurs with direct swaps between levels. These data were generated by
performing two-level serial exchange simulations on a single conformer
of the FKBP ligand. Replica exchange estimates were made based on
these same data.

Table 3. Hamiltonian Levels and Parameters for Serial
Exchange with Nonequilibrium Trials

level

ligand charge

coefficient

softcore λvdw
(ligand�solvent)

softcore λvdw
(ligand�ligand)

ti,i+1
(ps)

0 (Hon) 1 0.000 0.0 2

1 (Huncharged) 0 0.000 0.0 5

2 0 0.775 0.0 0

3 0 0.825 0.0 0

4 0 0.875 0.0 0

5 (Hoff) 0 1.000 0.0 0.5

6 0 1.000 0.7 0

7 (Hpseudo1D) 0 1.000 1.0

Figure 7. Trial move acceptance is not uniform. Using the initialization
data from a single conformer of the FKBP ligand, the estimated mean
acceptance rate (blue squares) of equidistant swaps, and the estimated
mean box volume (green circles) are plotted as a function of the reaction
coordinate. When x equals zero, the ligand�solvent Leonard-Jones
interactions are at full strength, whereas at x = 1, these terms are zero.
Mean acceptance rates are not uniform along the reaction coordinate,
highlighting the need to carefully distribute intermediate levels. The
lowest mean acceptance rates occur near the inflection point of the
volume curve.



169 dx.doi.org/10.1021/ct200464v |J. Chem. Theory Comput. 2012, 8, 162–171

Journal of Chemical Theory and Computation ARTICLE

nonequilibrium trials, plotted as functions of the reaction co-
ordinate. The shape of the acceptance rate curve shows that equal
size moves along the reaction coordinate do not have an equal
chance of success, reinforcing the need for care when choosing
intermediate level placement, even when not using nonequili-
brium trial exchanges. Strikingly, the acceptance rates dip to their
lowest point just when the volume of the box changes the most
rapidly. This volume reduction corresponds to a phase change,
wherein the ligand�solvent interaction has become soft enough
that solvent molecules can stably occupy the same physical space
as the ligand. The corresponding drop in acceptance rates
supports the assertion that additional intermediate levels are
needed close to phase transitions.7,26

Table 4 compares estimated mean acceptance rates of simple
replica exchange and simple serial exchange for different amounts
of charge scaling. In all cases, not just those shown in Table 4, the
estimated mean acceptance rates were higher for serial exchange,
a result consistent with work on temperature-based exchange
methods.46

4. CONCLUSIONS

In this work, a method is developed for efficiently configuring
HENT. In the computation of solvation free energy studied here,
the introduction of nonequilibrium trial exchanges reduces the
mean absolute error of free energy estimates, without increasing
the overall simulation cost. This method can be readily adapted
to problems besides free energy calculations and is applicable
wherever Hamiltonian exchange is employed.

The observed reductions in statistical error reported here are
encouraging, yet several additional factors should be considered.
First, the comparisons described in Figure 5 exclude the cost of
parameter selection, as the initialization data generated are likely
overkill for typical applications. While the use of nonequilibrium
simulations does require extra initialization runs to estimate the
benefits of nonequilibrium trial exchanges, it is unclear how
much this would actually cost. If general rules could be developed
for the most likely placement and length of nonequilibrium
simulations, the cost of testing them may be minimal. Further-
more, if production runs are significantly longer than the fixed
cost of initialization—and they usually are—this cost will be
negligible. A caveat is that our method chooses parameters to
minimize estimated mean round trip times, which does not
guarantee minimized sampling error. One important parameter
is the simulation interval between Hamiltonian exchange at-
tempts, fixed here as s = 1 ps. Equation 2 suggests that larger
values of s will favor (and smaller values will disfavor) the use of
nonequilibrium trial exchanges.

In summary, we have presented here a method for efficiently
incorporating nonequilibrium trials into Hamiltonian exchange.
Although it has thus far not been clear whether nonequilibrium
methods are capable of achieving greater computational effi-
ciency than traditional equilibrium approaches, the results pre-
sented here suggest that under certain circumstances, properly
configured HENT does have the potential to achieve at least a
modest gain in efficiency. Equation 2 and the accompanying
algorithm provide a reasonable way to test whether nonequili-
brium trial exchanges are beneficial. To fully validate and gauge
the significance of the improvements we have observed, however,
further testing involving a variety of systems will be needed.
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ABSTRACT: All-atom force fields are important for predicting thermodynamic, structural, and dynamic properties of RNA. In this
paper, results are reported for thermodynamic integration calculations of free energy differences of duplex formation when CG pairs
in the RNA duplexes r(CCGG)2, r(GGCC)2, r(GCGC)2, and r(CGCG)2 are replaced by isocytidine�isoguanosine (iCiG) pairs.
Agreement with experiment was improved when ε/ζ, α/γ, β, and χ torsional parameters in the AMBER99 force field were revised
on the basis of quantum mechanical calculations. The revised force field, AMBER99TOR, brings free energy difference predictions
to within 1.3, 1.4, 2.3, and 2.6 kcal/mol at 300 K, respectively, compared to experimental results for the thermodynamic cycles of
CCGGf iCiCiGiG, GGCCf iGiGiCiC, GCGCf iGiCiGiC, and CGCGf iCiGiCiG. In contrast, unmodified AMBER99 pre-
dictions for GGCCf iGiGiCiC and GCGCf iGiCiGiC differ from experiment by 11.7 and 12.6 kcal/mol, respectively. In order
to test the dynamic stability of the above duplexes with AMBER99TOR, four individual 50 ns molecular dynamics (MD)
simulations in explicit solvent were run. All except r(CCGG)2 retained A-form conformation for g82% of the time. This is
consistent with NMR spectra of r(iGiGiCiC)2, which reveal an A-form conformation. In MD simulations, r(CCGG)2 retained
A-form conformation 52% of the time, suggesting that its terminal base pairs may fray. The results indicate that revised backbone
parameters improve predictions of RNA properties and that comparisons to measured sequence dependent thermodynamics
provide useful benchmarks for testing force fields and computational methods.

1. INTRODUCTION

RNA has a wide variety of biological roles in cells.1 The
genome of some human viruses, such as hepatitis papilloma virus
(HPV), human immunodeficiency virus (HIV), smallpox and
influenza viruses, is RNA. Messenger RNA (mRNA) carries the
code for protein synthesis. Transfer RNAs (tRNA) bring specific
amino acids to ribosomes for protein synthesis. Some RNAs,
including ribosomal RNA (rRNA), are catalysts.2�4 MicroRNAs
(miRNA) regulate gene expression.5,6 More functions of RNA
are still being discovered.

The ability of theoretical and computational approaches to
reproduce experimental results provides a test of our understand-
ing of the interactions that shapeRNA.7Molecular dynamics (MD)
simulations and quantum mechanical (QM) calculations are used
to provide insight into biological processes, including folding and
dynamics of RNA.8�13 The quality of the MD simulations, how-
ever, depends on the parametrization of the force fields.

Force fields can be benchmarked against various types of
experimental results.7 For example, revisions for χ torsional param-
eters have improved structural predictions of cytidine and uridine,14

of tetraloop hairpins,15 and of single-stranded r(GACC).16 Here,
revisions of various torsional parameters are presented and
tested against structural and thermodynamic data for duplexes
of RNA tetramers.

The unnatural bases isoguanosine (iG) and isocytidine (iC)
are similar to the natural bases of guanosine and cytidine except
that the amino and carbonyl groups are transposed. They form
Watson�Crick-like iGiC base pairs in RNA (Figure 1).17,18 UV
melting experiments show that the free energies of duplex
formation at 300 K of structures with iGiC base pairs are more

Figure 1. Schematic representations of (a) GC and (b) iGiC base pairs,
with atom notations used for (a) guanine (G), cytidine (C), (b) iso-
guanine (iG), isocytosine (iC), (c) ribose and phosphate, and (d) torsions
of nucleic acids.

Received: August 9, 2011
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favorable than the structures with GC base pairs.18 In this paper,
r(iGiGiCiC)2 is shown by NMR to have an A-form conforma-
tion. Previous NMR and optical melting studies of r(CCGGp)2,
where p represents a terminal phosphate, are also consistent with
an A-form duplex conformation.19�21 These results were general-
ized for modeling the duplexes of r(iCiCiGiG)2, r(iCiGiCiG)2,
r(iGiCiGiC)2, r(CCGG)2, r(CGCG)2, r(GCGC)2, and r(GGCC)2
as A-form structures to allow free energy calculations using the
thermodynamic integration (TI)22 approach with thermody-
namic cycles shown in Figure 2. The torsional parameters for
ε, ζ, and β were reparameterized and free energy calculations
were made with AMBER9923 modified with various combina-
tions of parameters for the α/γ,24 β, ε/ζ, and χ14 torsions.
The version of the AMBER99 force field with revised param-
eters for all six torsions, which we call AMBER99TOR, im-
proves predictions of differences in experimental free ener-
gy changes of duplex formation when iGiC pairs replace
GC pairs.

2. METHODS

2.1. Synthesis and Purification of iGiGiCiC. Phosphorami-
dites for iC and iG were prepared as described previously.18 The
oligoribonucleotide, iGiGiCiC, was synthesized on an Applied
Biosystems DNA/RNA synthesizer, using β-cyanoethyl phos-
phoramidite chemistry.25,26 Thin-layer chromatography (TLC)
purification of iGiGiCiC was carried out onMerck 60 F254 TLC
plates with the mixture 1-propanol/aqueous ammonia/water =
55:35:10 (v/v/v). The details of deprotection and purification of
oligoribonucleotides have been described previously.27,28

2.2. NMR.The concentration of the sample wasmeasured with
a NanoDrop 2000 Micro-Volume UV�vis spectrophotometer.
The NMR sample had 1.65 mM iGiGiCiC in 80 mM NaCl,
10 mM sodium phosphate, and 0.5 mM disodium EDTA at pH
7.0. For spectra in D2O, two lyophilizations were performed on
the sample, reconstituting each time with 99.9%D2O (Cambridge
Isotopes Laboratories), followed by a third lyophilization and
reconstitution in 99.990% D2O (Sigma Aldrich).

Figure 2. Thermodynamic cycles of (a) GGCCf iGiGiCiC, (b) GCGCf iGiCiGiC, (c) CGCGf iCiGiCiG, and (d) CCGGf iCiCiGiG. ΔG0
2

and ΔG0
3 represent alchemical transformations of the duplex and single strand, respectively, while ΔG0

1 and ΔG
0
4 represent duplex formations. Each

cycle satisfies the equation ofΔG0
1 +ΔG

0
2 = 2ΔG

0
3 +ΔG

0
4, whereΔG

0
1 andΔG

0
4 are experimental values andΔG0

2 andΔG
0
3 are calculated with the

TI approach.

Figure 3. Model systems used to reparameterize torsions ε (C2�C4�O4�P), ζ (C4�O4�P�O7), and β (P�O2�C2�C3). 2D and 1D Potential
Energy Surface (PES) scans were done to reparameterize ε and ζ, and β using model systems (i) and (ii), respectively.
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All spectra were acquired on Varian Inova 500 or 600 MHz
NMR spectrometers. Resonances were assigned by standard
procedures29,30 from NOESY, Watergate NOESY, 1H�31P
HETCOR, DQF-COSY, and TOCSY at 0, 20, and 35 �C (see
Supporting Information). NOESY spectra were recorded with
mixing times (τm) of 100, 150, 200, and 400 ms.
2.3. Parametrization.RESP charges for C, G, iC, and iG were

calculated as previously described (see Supporting Information).31

For C andG, the revised χ torsion parameters of AMBER99χwere
used.14 The samemethodology using Gaussian0332 was applied to
reparameterize the χ torsions of iC and iG (see Supporting Infor-
mation for the parameters). The ε and ζ torsions were reparame-
terized on the basis of 2D potential energy surface (PES) scans on
six conformations of model system (i) (Figure 3), defined in
Table 1. For each conformation, ε and ζ torsionswere rotatedwith
increments of 10�, yielding 6� (36� 36) = 7776 data points for
ε/ζ reparameterization. Model system (ii) (Figure 3) was used to
reparameterize the β torsion. β torsions were rotated with in-
crements of 10�, yielding 36 data points for β reparameterization.
For each conformation in the PES scan, the structures were first
optimized with HF/6-31G* level of theory. Then, QM energies
were calculated with MP2/6-31G* level of theory. Comparisons
between the AMBER99 and revised ε/ζ and β torsional param-
eters are shown in Table 2. For α and γ, torsional parameters of
the parmbsc24 force field were used. AMBER99TOR is defined as
the AMBER99 force field including all the revised parameters for
α/γ,24 β, ε/ζ, and χ14 torsions.
2.4. Thermodynamic Cycles. Thermodynamic cycles of

CCGGf iCiCiGiG, CGCGf iCiGiCiG, GCGCf iGiCiGiC,
and GGCCf iGiGiCiC (Figure 2) were used to test free energy
calculations with the TI approach. In Figure 2, ΔG0

1 and ΔG0
4

are the experimental free energies of duplex formation with GC
and iGiC base pairs, respectively. ΔG0

2 and ΔG0
3 are the free

energies of the alchemical transformations of duplexes and single
strands, respectively, from G and C to iG and iC bases. The TI
approach with the new mixing rule described previously31 was
used to calculate ΔG0

2 and ΔG0
3. Each cycle satisfies ΔG0

1 +
ΔG0

2 = 2ΔG0
3 + ΔG0

4.
2.5. Explicit Solvent Simulations.All structures were created

with the nucgen module of AMBER9. Structures were sol-
vatedwithTIP3P33watermolecules in a truncated octahedral box. In
each SG/C f SiG/iC alchemical transformation, where SG/C and
SiG/iC represent states with G and C and iG or iC bases, re-
spectively, each state had the same number of water molecules
(see Supporting Information for the number of water molecules
used in each calculation). A total of six and three Na+ ions were
used to neutralize the duplex and single-stranded RNA systems,
respectively. The parameter/topology files for each SG/Cf SiG/iC
transformation were created with the xleap module.23

2.5.1. Minimization. Structures were minimized in two steps.
For each system, the same protocol was used: (1) RNA struc-
tures were held fixed with a restraint force of 500 kcal/mol Å2.
Steepest descent minimization of 1000 steps was followed by a
conjugate gradient minimization of 1500 steps. The long-range
cutoff for nonbonded interactions during minimizations was 8.0
or 10.0 Å. (2) The whole system was minimized without any re-
straints. Steepest descent minimization of 1000 steps was fol-
lowed by a conjugate gradient minimization of 1500 steps.
2.5.2. Pressure Regulation. After the minimization, two steps

of pressure equilibration were done on each system: (1) RNA
structures were held fixedwith a restraint force of 10 kcal/mol Å2.
Constant volume dynamics with a cutoff of 8.0 or 10.0 Å was
used. SHAKE34 was turned on for bonds involving hydrogen
atoms, except for the amino hydrogen and dummy atoms. Tem-
perature was raised from 0 to 300 K in 20 ps. Langevin dynamics
with a collision frequency of 1 ps�1 was used. Ten thousand MD
steps were runwith a 2 fs time step, yielding a total of 20 ps ofMD.
(2) The same conditions as above were chosen, except that no re-
straints on the structures and constant pressure dynamics were
used. Reference pressure was set to 1 atm with a pressure re-
laxation time of 2 ps. A total of 100 ps of MD was run with a 2 fs
time step. The final restart file was used as the starting structure

Table 1. Conformations Used in 2D ε/ζ PES Scan of Model System (i) in Figure 3

conformation

sugar

pucker

H5T�O1�C1�C2

(deg)

O1�C1�C2�C4

(deg)

O4�P�O7�C6

(deg)

C3�C5�O3�H8

(deg)

(i) C20-endo 174 54 60 �61

(ii) C20-endo 174 54 180 �61

(iii) C20-endo 174 54 300 �61

(iv) C30-endo 174 54 60 �153

(v) C30-endo 174 54 180 �153

(vi) C30-endo 174 54 300 �153

Table 2. Comparison of Revised ε, ζ, βTorsional Parameters
with AMBER99 Counterparts

torsion na
AMBER99

Vn,i
a

AMBER99TOR

Vn,i
a

ε 1 0.000 �1.494

2 0.000 �0.714

3 0.383 �0.161

4 0.000 0.121

ζ 1 0.000 �0.561

2 1.200 0.575

3 0.250 �0.997

4 0.000 �0.078

β 1 0.000 �2.598

2 0.000 0.011

3 0.383 �0.322

4 0.000 �0.082
aTorsional potential energy in AMBER force field is calculated as
EMM,tor(ϕ) = ∑i = 1

4 Vn,i (1 + cos(nϕ � γ)) where Vn,i is the relative
potential energy barrier, ϕ is the dihedral angle, γ is the phase shift, and
n is the periodicity. For ε, ζ, and β torsions, γ = 0 (see Supporting
Information for the modified force field file).
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for the λ simulations. In the AMBER99 force field simulations,
constant volume dynamics were used.
2.5.3. λ Simulations.Nineteen λ values were used; λ = 0.05 to

λ = 0.95, with an increment of 0.05. The new mixing rule of TI
approach was used in all λ simulations.31 For each λ simulation,
the last structure of pressure regulation was taken as the initial
structure. The production run was similar to the second step of the
pressure equilibration described above. Duplex and single-strand
MD simulations, respectively, were run for 2 and 3 ns with 1 fs
time steps.
2.5.4. Restrained λ Simulations. Additional MD simulations

used dihedral restraints to restrict the sampling space to A-form
conformations (see Supporting Information). A total of 1 ns of
MD was run with a 1 fs time step for both the duplex and single-
strand simulations. Further calculations used positional restraints
with weight of 10 kcal/mol Å2 on the backbone heavy atoms in
single-strand simulations.
2.5.5. Dynamic Stabilities of RNA Duplexes with AMBER99-

TOR Force Field. In order to analyze the dynamic stability of each
duplex and single-strand with the AMBER99TOR force field,MD
simulations in explicit solvent were run. Systems were prepared
similar to part 2.5. Six and three Na+ ions were used to neutralize
duplex and single-strand systems, respectively. Duplex and single-
strand systems were solvated with 1786 and 1345 TIP3P33 water
molecules, respectively, in a truncated octahedral box. The sys-
tems were minimized and pressure regulated as described above.
Each production run included 50 ns of MD with 1 fs time step at
300 K. Trajectory files were written at each 500 fs time step. Four
individual simulations were run for each system, yielding a total of
200 ns of MD.
2.6. Analysis. Free Energy Calculations Using TI Approach.

The first 250 ps of each λ simulation were omitted from the calc-
ulations. For each λ simulation, Æ∂E/∂λæλ was calculated. The
trapezoidal rule was used to numerically integrate Æ∂E/∂λæλ
vs λ curves to get ΔG0. Multiple transformations were done to
calculate the means and standard deviations (see Supporting
Information).
Stability Analysis of Duplex Simulations with AMBER99TOR

Force Field. The combined 200 ns of MD simulations were
analyzed to test the dynamic stability of each duplex and single
strand (see Supporting Information). All the trajectory data were

rmsd fitted to the initial A-form starting structure. For each sim-
ulation, the ptraj module of AMBER 923 was used to calculate the
percentage of structures having an all-atom rmsd less than 1.5 and
3.0 Å.Qualitatively, A-form andA-form-like structures are defined
as conformations with rmsd less than 1.5 Å and 3.0 Å, respectively.
Total overlap area of the stacked base pairs were calculated with
3DNA35 using snapshots extracted from the trajectories at inter-
vals of 0.5 ns.

3. RESULTS

3.1. Conformation of r(iGiGiCiC)2. Because the electronic
structure of iCiG base pairs differs from CG,7 NMR was used to
test the expectation that r(iGiGiCiC)2 has an A-form conforma-
tion. Figure 4 shows the NOESYwalk region of (iGiGiCiC)2 from
a 200 msmixing time NOESY experiment in D2O at 20 �C. NMR
distance limits were extracted from NOESY spectra at 20 and
35 �C with 200 ms mixing time using intranucleotide H10/H20
cross-peaks as reference NOEs (see Supporting Information).
At 1.65 mM iGiGiCiC, there is an iG1H10/ iC4H20 cross-peak.

This cross-peak disappeared when the iGiGiCiC concentration
was diluted to 0.17 mM (see Supporting Information) and is due
to coaxial stacking of duplexes. The rest of the spectrum was
essentially unchanged at the lower concentration.
The NMR spectra of iGiGiCiC are consistent with an A-form

duplex conformation. All the residues prefer C30-endo sugar
pucker as evidenced by 3JH10�H20 couplings of less than 2 Hz as
estimated from peak splittings. Intranucleotide iGH8/H10 and
iCH6/H10 cross-peaks have volumes indicating anti conforma-
tions. AWatergate NOESY spectrum at 0 �Cwith 150 msmixing
time showed iG1H61�iC3H5 and iG2H1�iC4H10 cross-peaks
consistent with a duplex structure in which these peaks are
actually iG1H61�iC3*H5, iG1*H61�iC3H5, iG2H1�iC4*H10,
and iG2*H1�iC4H10, where an asterisk represents the opposite
RNA strand (see Supporting Information). The chemical shifts
of the iG imino protons (Supporting Information) are consistent
with hydrogen bonding, as observed for other iCiG pairs.17,18

Separate resonances are seen for the two protons of the iG amino
groups with one of the shifts consistent with hydrogen bonding.17,18

Another expectation for a “Watson�Crick” iGiC pair is a cross-
peak from iGH1 to both protons of an iC amino group, and iG2
shows such cross-peaks to two broad resonances. A HETCOR
spectrum showed phosphorus shifts within 0.3 ppm, implying
regular A-form conformation (see Supporting Information). The
HETCOR spectrum also showed strong (n)P�(n-1)H30 and
weak (n)P�(n)H50/500 scalar coupling typical of A-form ε and β
conformations and weak H40�H50/500 scalar coupling consistent
with A-form γ conformation. Distances measured for the nucgen
model of (iGiGiCiC)2 are consistent with the distance limits calc-
ulated from NOEs, with the exception of a 0.15 Å difference for
iG2*H30�iG2*H8 (see Supporting Information). On the basis of
the NMR spectra for r(iGiGiCiC)2, A-form conformations were
also modeled for r(iCiCiGiG)2, r(iCiGiCiG)2, and r(iGiCiGiC)2.
3.2. Comparisons of Molecular Mechanics (MM) to QM

Energies before and after ε/ζ and β Reparameterizations.
Model systems (i) and (ii) (Figure 3) were used to reparameter-
ize the ε/ζ and β torsional parameters, respectively. A force field
with the new ε/ζ parameters is calledAMBER99EZ. Figure 5 shows
comparisons of the 2D potential energy surfaces approximated by
AMBER99EZ (see Supporting Information for the definitions)
and AMBER99 force fields with the QM potential energy
surfaces for six conformations (see Supporting Information).

Figure 4. NOESY walk of (iGiGiCiC)2 from 200 ms mixing time
NOESY experiment at 20 �C. Because the sequence is symmetric, the
cross-peaks from each stand overlap. Residue numberings are shown in
the bottom right corner.
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Figure 6 shows the 1D potential energy surfaces for model sys-
tem (ii) of Figure 3 as calculated by QM, AMBER99 with revised

β torsional parameters, and AMBER99. It is clear from Figures 5
and 6 that revisions of the torsional parameters improve the

Figure 5. Two-dimensional PES scans of ε (x-axis) and ζ (y-axis) for six conformations described in Table 1. QM, AMBER99, and AMBER99EZ stand
for PES scans of the conformations (i�vi) using quantum mechanics, AMBER99, and reparameterized ε/ζ torsional set of AMBER99 force field,
respectively. rmsd values (kcal/mol) under each PES scan are with respect to QM. The darker the violet color, the lower the energy value.
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approximations of the QM potential energy surfaces for these
model systems. The revision of the AMBER99 force field uses
four cosine terms to describe each of the torsional energy
profiles of ε/ζ and β, while the original AMBER99 force field
uses one cosine term each for ε and β, and two cosine terms for
ζ to describe the torsional energy profiles (Table 2). Increasing
the number of cosine terms evidently improves the predictions
of QM PES profiles.

3.3. Comparisons between Measured and Calculated
Changes in Free Energies of Duplex Formation by CG and
iCiG Sequences to Benchmark the Effects of Revising Tor-
sional Parameters. As illustrated in Figure 2, experimental
measurements7,18,19,28,36,37 provide values for the free energy
changes, ΔG0

1 andΔG
0
4, of formation of duplexes with CG and

iCiG pairs, respectively. The values of ΔG0
2 and ΔG0

3 for the
alchemical transitions in Figure 2 can be calculated with the TI
approach,22,31 where ΔG0

3 represents the change for one single
strand morphing from C and G to iC and iG nucleotides. From
the thermodynamic cycles in Figure 2, ΔG0

4 � ΔG0
1 = ΔG0

2 �
2ΔG0

3. Thus comparisons of experimental values for ΔG0
4 �

ΔG0
1 with calculated values for ΔG0

2 � 2ΔG0
3 provide bench-

marks for the effects of revising force field parameters. This is a
rather stringent test because the individual values for ΔG0

2 and
2ΔG0

3 are on the order of 200 kcal/mol (see Supporting Infor-
mation), while the experimental values for ΔG0

4 � ΔG0
1 are on

the order of a few kcal/mol (Table 3).
Table 3 shows results from unrestrained and restrained

simulations with several combinations of torsion parameters.
Initial results for unrestrained simulations with AMBER99 on the
GCGCf iGiCiGiC and GGCCf iGiGiCiC cycles gave values
forΔG0

2� 2ΔG0
3 of 8.7 and 10.5 kcal/mol, respectively, where-

as the experimental values for ΔG0
4 � ΔG0

1 are �3.0 and
�2.1 kcal/mol, respectively. In contrast, AMBER99 simulationswith
the backbone torsions restrained to A-form gaveΔG0

2� 2ΔG0
3

values of �1.4 and �1.5 kcal/mol, respectively. When the po-
sitions of backbone heavy atoms were restrained, the values were
�3.0 and�2.4 kcal/mol, respectively, close to the experimental
values. The lack of agreement for unrestrained AMBER99

Figure 6. Potential energy (kcal/mol) vs β dihedral angle (P�O2�
C2�C3) of model system (ii) (Figure 3) with QM (black), AMBER99
with revised β torsion parameter (red), and AMBER99 (green). For
visualization purposes, minimum energies are set to zero.

Table 3. Free Energy Results (kcal/mol at 300 K) of Unrestrained and Restrained Simulations for the Thermodynamic Cycles of
GCGCf iGiCiGiC,GGCCf iGiGiCiC, CGCGf iCiGiCiG, andCCGGf iCiCiGiGUsingTI Approachwith Revised Torsions
for AMBER99 Force Field

ΔG0
2 � 2ΔG0

3

revised torsions

thermodynamic cycle noneb χb χαγb χαγεζb χαγεζβb ΔG0
4 � ΔG0

1
a

Unrestrained Simulations

GCGC f iGiCiGiC 8.7 �1.2 ( 0.4 �0.7 ( 1.2 �1.3 ( 1.0 �0.7 ( 1.0 �3.0 ( 0.4

GGCC f iGiGiCiC 10.5 �1.3 ( 0.6 0.1 ( 2.4 �6.2 ( 2.4 �3.5 ( 2.4 �2.1 ( 0.4

CGCG f iCiGiCiG � �0.8 ( 1.6 0.0 ( 0.4 0.2 ( 1.9 0.4 ( 1.0 �2.2 ( 0.4

CCGG f iCiCiGiG � 4.5 ( 1.6 1.7 ( 1.0 2.1 ( 3.4 0.9 ( 2.4 �0.4 ( 0.3

rmsdc 12.2 2.7 2.2 2.8 2.0 �
Restrained Simulationsd

GCGC f iGiCiGiC �1.4 (�3.0) � � �1.8 ( 0.4 �1.5 ( 0.2 �3.0 ( 0.4

GGCC f iGiGiCiC �1.5 (�2.4) � � �1.4 ( 0.2 �1.4 ( 0.2 �2.1 ( 0.4

CGCG f iCiGiCiG �1.1 � � �1.2 ( 0.4 �1.0 ( 0.2 �2.2 ( 0.4

CCGG f iCiCiGiG �0.4 � � �0.5 ( 0.4 �0.5 ( 0.4 �0.4 ( 0.3

rmsdc 1.0 0.9 1.0 �
aThese values are experimental results at 300 K.18 Error limits assume (4% error for each ΔG0.28 b none = AMBER99, χ = AMBER99χ,14 χαγ =
AMBER99χ14 + parmbsc,24 χαγεζ = AMBER99χ + parmbsc + AMBER99EZ, χαγεζβ = AMBER99TOR (see Supporting Information for the
definitions of these force fields). c rmsd = (1/4∑i = 1

4 (ΔGcalculated,i
0 �ΔGmeasured,i

0 )2)1/2 whereΔG0
calculated =ΔG

0
2� 2ΔG0

3,ΔG
0
measured =ΔG

0
4�ΔG0

1,
and i stands for results of each thermodynamic cycle. dValues not in parentheses are for simulations with dihedral restraints (see Supporting Infor-
mation). Values in parentheses are simulations with positional restraints. Restraint weight of 10 kcal/mol Å2 was applied to backbone heavy atoms in
single-strand MD simulations to force them to sample around A-form conformations. No restraints were used in duplex simulations for these
calculations.
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calculations suggests poor sampling of the conformational
space. These results suggested that revisions of torsional param-
eters could improve agreement between calculations and
experiments.
To test the effects of adding revised torsional parameters, un-

restrained TI calculations were done on all four systems shown in
Figure 2. Specifically, unrestrained calculations were done with
AMBER99χ14, AMBER99χwithα/γ parameters from parmbsc24

(χαγ), and with further revision of parameters for ε/ζ (χαγεζ),
or ε/ζ and β (χαγεζβ, AMBER99TOR) as developed here
(Table 3).
As shown in Table 3, all revisions improved agreement be-

tween predictions and experiments relative to AMBER99 calcu-
lations for GCGC f iGiCiGiC and GGCC f iGiGiCiC. Re-
vision of χ parameters provided a large improvement of
10�12 kcal/mol at 300 K. Revisions for other dihedral parameters
were tested against experimental results for all four thermody-
namic cycles shown in Figure 2. AMBER99TOR gave the best
rmsd of 2.0 kcal/mol between predictions and experiment, but
AMBER99χ mixed with α/γ parameters taken from parmbsc
was similar with an rmsd of 2.2 kcal/mol (Table 3).
Relatively large error limits of 2.4 kcal/mol were found for

AMBER99TORcalculations ofGGCCf iGiGiCiC andCCGGf
iCiCiGiG (Table 3). Nevertheless, the calculated values of
ΔG0

2 � 2ΔG0
3 for these transformations are within 1.4 kcal/mol

of the experimental ΔG0
4 � ΔG0

1, well within experimental
error. In contrast, the calculated values for GCGC f iGiCiGiC
and CGCG f iCiGiCiG have error limits of 1.0 kcal/mol, but
values of ΔG0

2 � 2ΔG0
3 differ from ΔG0

4 � ΔG0
1 by 2.3 and

2.6 kcal/mol, respectively. These comparisons suggest a differ-
ence in the behavior of sequences with 50GG/30CC and 50iGiG/
30iCiC nearest neighbors and those without adjacent G’s. Root-
mean-square deviation analysis of each λ simulation with
AMBER99TOR showed that all the duplex transformations
(corresponding to ΔG0

2 in Figure 2) sample pure A-form con-
formations over 80% of the time while the single-strand trans-
formations (corresponding to ΔG0

3 in Figure 2) behave differ-
ently for sequences with 50GG/30CC nearest neighbors (see
Supporting Information). The single-strand transformations of
CGCG f iCiGiCiG and GCGC f iGiCiGiC sample A-form
conformations 47% of the time on average, whereas the single-
strand transformations of CCGG f iCiCiGiG and GGCC f
iGiGiCiC sample A-form only 21% of the time on average (see
Supporting Information). As a result, errors for the thermo-
dynamic cycles of CCGGf iCiCiGiG and GGCCf iGiGiCiC
are 2.4 kcal/mol while they are 1.0 kcal/mol for the cycles of
CGCG f iCiGiCiG and GCGC f iGiCiGiC (Table 3). The
more the single-strands sample A-form conformations in a thermo-
dynamic cycle, the lower the error.

A study of the ability of AMBER99 to predict experimentally
observed17 relative populations of sheared and imino hydrogen
bondedGA pairs in RNA duplexes found that the best agreement
required restraining backbones to be similar to those known for
theNMR structures.31 As described above, restraining backbones
to A-form conformations dramatically increased agreement of
AMBER99 calculations with experiment. To test the effects of
dihedral restraints on revised versions of AMBER99, calculations
were done with AMBER99TOR and AMBER99χ with α/γ and
ε/ζ revisions (Table 3). In both cases, agreement with experi-
ment was improved with RMSDs of 1.0 and 0.9 kcal/mol, re-
spectively, and error limits were reduced to 0.4 or fewer kcal/mol.
Even with dihedral restraints, however, experimental and calcu-
lated values sometimes differ beyond error limits. The results
suggest that the force field can be refined further. It is encoura-
ging, however, that the CCGG f iCiCiGiG transformation is
predicted to have the smallestΔG0

2� 2ΔG0
3, which agrees with

experiment.
3.4. Predicted Dynamic Stabilities with AMBER99TOR

Force Field. The predicted dynamic stability of duplexes pro-
vides another test of force fields. For each duplex, four individual
MD simulations of 50 ns each were run with the AMBER99TOR
force field and then combined for an rmsd analysis. The per-
centage of structures having all-atom rmsd less than 1.5 or 3.0 Å
were calculated (Table 4). rmsd e1.5 Å and rmsd e3.0 Å
represent, respectively, essentially the starting A-form conforma-
tion and A-form-like conformations.
Table 4 shows the percentage of structures in A-form and

A-form-like conformations for the duplexes over 200 ns of un-
restrained MD with the AMBER99TOR force field. All duplexes
except r(CCGG)2 spent more than four-fifths of time in A-form
and A-form-like conformations. The results suggest that
r(CCGG)2 may have unusual dynamics for its terminal base
pairs, e.g., “fraying”. TheMD simulations for the other sequences
indicate that A-form-like conformations are essentially stable for
at least 50 ns with the AMBER99TOR force field. MD simula-
tions of single-strands show that A-form conformations are
sampled rarely while even A-form-like conformations are sampl-
ed less than 60% of time (see Supporting Information).
3.5. Comparison between Predicted Values of β and

Those Observed in Crystal Structures. QM calculations on
model system (ii) in Figure 3 predict a shallow dependence of
energy on the β dihedral angle (Figure 6). Crystal structures of
RNA, however, show a strong preference for β ∼ 180�,38,39 as
does the AMBER99 potential (Figure 6). Histogram analysis of
unrestrained 50 ns MD simulations with AMBER99TOR that
correspond to a total of 3.2 μs simulation time shows two popu-
lations preferred by β (Figure 7). The dominant region has β
around 180�, while the minor region is around 80�. While low

Table 4. All-Atom RMSD (Å) Results and Total Overlap Area of the Stacked Base Pairs for Duplex Simulations of (CCGG)2,
(CGCG)2, (GCGC)2, (GGCC)2, (iCiCiGiG)2, (iCiGiCiG)2, (iGiCiGiC)2, and (iGiGiCiC)2 with AMBER99TORa

duplex e1.5 (%) e3.0 (%) overlap areab (Å2) duplex e1.5 (%) e3.0 (%) overlap areab (Å2) ΔG0
4 � ΔG0

1
c

(GCGC)2 39 ( 29 98 ( 5 10.6 ( 0.3 (iGiCiGiC)2 64 ( 18 100 ( 0 10.4 ( 0.1 �3.0

(GGCC)2 47 ( 16 100 ( 0 7.1 ( 0.1 (iGiGiCiC)2 85 ( 6 100 ( 0 6.7 ( 0.0 �2.1

(CGCG)2 28 ( 15 95 ( 6 7.0 ( 0.0 (iCiGiCiG)2 22 ( 12 82 ( 28 6.5 ( 0.1 �2.2

(CCGG)2 15 ( 6 51 ( 33 4.5 ( 0.0 (iCiCiGiG)2 29 ( 16 95 ( 10 4.8 ( 0.1 �0.4
a For each duplex, four individual MD simulations of 50 ns were run at 300 K, yielding a total of 200 ns. Structures were saved every 0.5 ps for rmsd
analysis. bTotal overlap area of the stacked base pairs excluding exocyclic groups was calculated with 3DNA35 using all the snapshots extracted from the
trajectories at intervals of 0.5 ns. cΔG0

1 andΔG
0
4 are duplex formation free energies of structures with GC and iGiC base pairs, respectively, at 300 K.18
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values of β are rarely seen in RNA crystals, they are seen in RNA
S-motifs.38

The β dihedral is coupled with α and γ torsions. Cluster
analysis of the unrestrained MD simulations showed that there
are three (α, β, γ) populations; 66% in (300�, 180�, 60�), 17% in
(180�, 80�, 180�), and 13% in (300�, 80�, 180�). Even though
there are three regions preferred by (α, β, γ), 3D structures
created by these combinations are similar (see Supporting
Information). Crystal structures analyzed by others38,39 aremuch
bigger systems compared to tetramers discussed here. This might
explain why we see 30% of structures with low β values. It is also
possible that this low β region might have importance for back-
bone dynamics such as in base unstacking and base pair opening.
3.6. Comparison between Sequence Dependence of Free

Energy Differences and Overlap of Bases. There is a paralle-
lism between ΔG0

4 � ΔG0
1 values for the cycles shown in

Figure 2 and total overlap areas of stacked base pairs for the
duplexes studied (Table 4). Total overlap areas of stacked base
pairs for (GCGC)2 and (iGiCiGiC)2, (GGCC)2 and (iGiGiCiC)2,
(CGCG)2 and (iCiGiCiG)2, (CCGG)2 and (iCiCiGiGi)2 are
around 10.5, 6.9, 6.8, and 4.7 Å2, respectively, in parallel with ex-
perimental ΔG0

4 � ΔG0
1 results for the corresponding thermo-

dynamic cycles (Table 4). This suggests that the thermodynamic
differences between duplexes with CG and iCiG pairs may
be primarily due to differences in stacking interactions, which
result from different electron distributions in the ring systems.

4. DISCUSSION

Force fields for proteins have proven to be extremely useful for
providing insight into protein folding, function, and design.40�43

Much less effort, however, has been applied to development and
testing of force fields for RNA. The emerging recognition that
RNA has many different cellular functions1�6 and that many
RNAs are potential therapeutic targets27,44�47 increases the
importance of force fields for RNA.

A key aspect of RNA is base orientation with respect to sugar.
This orientation is controlled by the χ torsions, which define
whether a nucleotide is in syn or anti conformation. Revision of χ
torsion parameters to give the AMBER99χ force field improves
structural and thermodynamic predictions for cytidine and uridine14

and structural predictions for tetraloop hairpins.15 For example,
AMBER99 prefers syn base orientation for pyrimidines, while
AMBER99χ prefers anti base orientation.14 Additionally, AMBER99
prefers either syn or high-anti base orientations for purines, while
AMBER99χ prefers syn or anti base orientations.14 Structural
analysis of single-stranded r(GACC) with NMR showed that it
prefers A-form-like conformations. AMBER99, however, rapidly
generates random coil conformations for r(GACC) while
AMBER99χ prefers A-form-like conformations for most of the
first 700 ns of an unrestrained MD simulation.16 After 700 ns,
however, a stable conformation and random coil ensemble were
generated that are inconsistent with NMR spectra.

A different reparameterization of χ48 has been tested along
with AMBER99χ for ability to maintain known RNA structures
during unrestrained MD simulations.15,48 Both revisions per-
formed better than AMBER99 and similarly to each other even
though there were many differences in the details of methods
used for parametrization.14,48 Thus, there is consensus that param-
eters for χ are important for accurately modeling RNA.

Here, various versions of AMBER99 are developed and bench-
marked against measured differences in the free energies of
duplex formation by tetramers withGCor iGiC base pairs.18,19,36,37

Comparisons between measurements and computations are based
on the thermodynamic cycles shown in Figure 2, and the results
are listed in Table 3.

Relative to AMBER99, AMBER99χ improves agreement be-
tween experiments and predictions for the GCGCf iGiCiGiC
and GGCC f iGiGiCiC cycles by about 11 kcal/mol at 300 K,
corresponding to a 108 improvement in prediction of relative
equilibrium constants. When AMBER99χ is tested against
further refined force fields, the best agreement with experiment
for all four cycles shown in Figure 2 is found with AMBER99-
TOR, which includes α/γ parameters from the parmbsc force
field,24 along with new parameters developed here for ε/ζ and β
(Tables 2 and 3). These additional parameters improve the rmsd
comparison by 0.7 kcal/mol at 300 K, corresponding to a 3-fold
improvement in prediction of relative equilibrium constants. The
largest improvement, however, is 3.6 kcal/mol for CCGG f
iCiCiGiG at 300 K, corresponding to a 400-fold improvement in
relative equilibrium constants.

TI calculations without restraints or with dihedral restraints
did not predict the magnitudes of all the experimental results
within error limits (Table 3). This implies that approximations
can be improved. The free energy differences for formation of
duplexes from single strands depend on many interactions,
including stacking, hydrogen bonding, and solvent interactions
in both single strands and duplexes. For example, treatment of
van der Waals interactions may need revision for RNA force
fields to better predict experimental results. Free energy differ-
ence calculations provide useful benchmarks for testing such
force field revisions.

The ability of force fields to maintain known 3D structures is
another test. Here, NMR spectra (Figure 4 and Supporting Infor-
mation) show that (iGiGiCiC)2 is an A-form duplex. All the other
duplexes are also expected to be A-form except for occasional
fraying of terminal base pairs. As shown in Table 4, results from
four unrestrained 50 ns MD simulations for each of the eight
duplexes studied are consistent with this expectation. It is en-
couraging that AMBER99TOR appears to provide reasonable
results for both free energy calculations and dynamics of tetramer
duplexes containing either GC or iGiC pairs.

Figure 7. Population distribution analysis for β torsion of MD simula-
tions with AMBER99TOR. Black, red, and green curves represent
results including all, duplex, and single-strand MD simulations, respec-
tively. Terminal β torsions (free 50OH) were omitted from calculations.
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The results presented here show that AMBER99χ and AM-
BER99TOR improve predictions of the sequence dependence of
thermodynamics for several tetramer duplexes and that MD
simulations with AMBER99TOR usually retain A-form like
structure for at least 50 ns. The revised force fields have not
been tested on larger RNAs. It would be surprising, however, if
they did not also work well for larger RNAs where the accessible
folding space is more limited by volume exclusion.

5. CONCLUSION

Differences in stabilities of short RNA duplexes provide tests
of computational methods and force fields. The tests are
especially stringent because the calculations include single strands,
which have conformational flexibility without much restriction
from volume exclusion or hydrogen bonding. Comparisons
between measured and predicted stabilities of tetramer duplexes
with either GC or iGiC base pairs reveal that reparameterization
of torsions can improve agreement between experiment and
computations by roughly 10 kcal/mol at 300 K, corresponding to
an improvement of about 107 in relative equilibrium constant.
Most of the improvement relies on new parameters for the χ
torsion. The new parameters also largely retain A-form like struc-
tures in 50 ns long MD simulations. The revised parameters
should improve computations of properties for RNA loops.
Loops are often important for function and have weaker interac-
tions and more dynamics than stems. The results also indicate,
however, that computations can be further improved.
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ABSTRACT: Polarizable potential models for the interaction of Li+, Na+, K+, and NH4
+ ions with benzene are parametrized based

on ab initio quantum mechanical calculations. The models reproduce the ab initio complexation energies and potential energy
surfaces of the cation�π dimers. They also reproduce the cooperative behavior of “stacked”, cation�π�π trimers and the
anticooperative behavior of “sandwiched”, π�cation�π trimers. The NH4

+ model is calibrated to reproduce the energy of the
NH4

+�H2O dimer and yields correct free energy of hydration and hydration structure without further adjustments. Themodels are
used to investigate cation�π interactions in aqueous solution by calculating the potential of mean force between each of the four
cations and a benzenemolecule and by analyzing the organization of the solvent as a function of the cation�benzene separation. The
results show that Li+ and Na+ ions are preferentially solvated by water and do not associate with benzene, while K+ and NH4

+ ions
bind benzene with 1.2 and 1.4 kcal/mol affinities, respectively. Molecular dynamics simulations of NH4

+ and of K+ in presence of
two benzene molecules in water show that cation�π and π�π affinities are mutually enhanced compared to the pairwise affinities,
confirming that the cooperativity of cation�π and π�π interactions persists in aqueous solution.

1. INTRODUCTION

Cation�π interactions are noncovalent interactions between
positively charged ions and the π electrons of aliphatic or aromatic
compounds.1�5 Such pairings of cations andπ systems have been the
subject of multiple experimental6�14 and computational2�5,15�25

studies. Experimental studies have shown that cation�π inter-
actions in the gas phase are competitive with some of the
strongest noncovalent interactions.6,7,10�12 Analysis of high-
resolution structures in the Protein Data Bank26 shows that
cation�π interactions are commonly found in proteins5,27 and at
protein�protein28 and protein�DNA interfaces.29,30 Cation�π
interactions contribute to protein stability,31,32 protein�ligand
interactions,1,33 and to molecular recognition in general.34

Quantummechanical (QM) calculations on cation�π complexes
correlate strongly with experimental gas phase data.2�5,9�12,14�25 For
instance, binding enthalpies of alkali metal ions with benzene
calculated at state-of-the-art levels of theory have shown good
agreement with experimental values.17 QM calculations—and
molecular mechanics models that accurately reproduce QM-
calculated properties—thus serve as a convenient tool for study-
ing and understanding cation�π interactions. In particular, it has
been shown that the dominant contributions to cation�π
interactions are electrostatics and polarization: charge�quadru-
pole and charge�induced dipole, mainly.1,2,35 Other forces, such
as dispersion and charge transfer, are much weaker. Electronic
polarization is a determining factor, due to the strong electric
field produced by the cation.15,16,18,22

Cation�π interactions usually out-compete cation�water in-
teractions in the gas phase. For example the enthalpy of forma-
tion of K+�benzene complex in gas phase is �19.2 kcal/mol,
compared to �17.9 kcal/mol for K+�H2O.36 Cation�π

interactions are weaker in solution than in gas phase,19 due to
the charge screening effect of the solvent and the high availability
of water. Nevertheless, their existence in aqueous solution has
been computationally37�39 and experimentally8,13 confirmed.
While the computational and experimental literature on
cation�π interactions in the gas phase is abundant, studies of
the interactions in water are few, and further work is required for
a detailed understanding of their stability in solution.

Computational studies of cation�π2 complexes in which π
systems are arranged in a stacked geometry21,25 show that
cation�π and π�π interactions are cooperative: The presence
of one interaction strengthens the other and results in a net
increase of the complex stabilization energy.25 It is however not
clear how such cooperativity in gas phase translates in aqueous
solution, where cation�π interactions are competing with
cation�water interactions and where π�π interactions are
stabilized by the hydrophobic effect. These are likely important
considerations for the binding of cationic moieties to proteins.

Owing to the biological importance of cation�π interactions
and the computational prohibition of QM calculations on these
systems, computationally inexpensive yet accurate molecular
models for these interactions are crucial. Since electronic polar-
ization represents an important contribution to cation�π inter-
actions, polarizable potential models are required.15,35

In this work, we parametrize polarizable empirical force fields
for the interaction of Li+, Na+, K+, and NH4

+ with benzene as
well as for the interaction of NH4

+ with water. Electronic
polarization in the systems is described using classical Drude
oscillators.40�42We apply thesemodels to investigate cation�benzene
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interactions in water and their interplay with benzene�benzene
interactions. The NH4

+�H2O interaction model is validated by
calculating the free energy of hydration and hydration structure
of the ion.

We perform ab initio calculations (geometry optimizations and
potential energy scans) on the four cation�benzene complexes as
well as on the NH4

+�H2O complex. The calculated ab initio
properties are then used to parametrize the polarizable potential
models. Molecular dynamics (MD) simulations of M+�benzene
(where M+ is Li+, Na+, K+, or NH4

+), (benzene)2, and NH4
+/

K+�(benzene)2 complexes in bulk water are performed using the
polarizable models, in order to measure the strength of individual
cation�π and π�π interactions in water and to understand how
one type of interaction affects the other.

2. METHODS

2.1. Ab Initio Calculations. The geometries of Li+, Na+, K+,
and NH4

+ in complex with water, benzene, and with the benzene
dimer and trimer are optimized at the Møller�Plesset MP2/6-
311++G(d,p) level with frozen core (FC) electrons, using
Gaussian 09.43 The interaction energies are corrected for basis
set superposition error (BSSE) by the counterpoise method of
Boys and Bernardi44 (and referred to as ECP). Similar calculations
are performed on the water�benzene complex and for the
benzene dimer and trimer. The optimization of Li+, Na+, K+,
and NH4

+ in complex with benzene and with water is performed
without imposing any geometry constraints. The optimization of
the complexes with benzene dimer and trimer is performed
imposing C6v symmetry for the alkali metal ions and C2v

symmetry for the NH4
+ ion, such that the benzene molecules

remain parallel and undisplaced. Optimization of benzene dimer
and trimer is performed imposing D6h symmetry as well.
Although the cation�(benzene)2 and cation�(benzene)3 sys-
tems are not directly used to calibrate the polarizable models,
they allow to further investigate the cooperativity between
cation�π and π�π interactions21,25 and to test the performance
of the polarizable force fields in describing such cooperativity.
Two conformations of the cation�(benzene)2 systems are
studied: the cation�benzene�benzene “stack” conformation
and the benzene�cation�benzene “sandwich” conformation.
The sandwich structures are optimized without any constraints,
in both the straight and bent conformations.
Potential energy surfaces (PESs) of the four cation�benzene

dimers and of the NH4
+�H2O dimer are calculated at the

MP2(FC)/6-311++G(d,p) level, and all interaction energies
are corrected for BSSE. The surfaces are computed with the
molecular fragments kept in their optimized gas phase geome-
tries, calculated at the same level of theory. PESs for the alkali
metal cations are calculated by scanning both the perpendicular
and parallel displacement of the ion relative to the benzene plane.
For ammonium ion in complex with benzene, two potential
curves are calculated. The first curve is calculated by scanning the
distance between the nitrogen atom of NH4

+ (in its bidentate
conformation) and the center of the benzene molecule (labeled X).
The second curve is calculated by scanning the angle X 3 3 3N�H,
which shows the interaction energy as a function of the orienta-
tion of the ion (unidentate, bidentate, or tridentate) on top of
benzene surface. Two curves are calculated for the NH4

+�H2O
complex by scanning the N 3 3 3O distance in the unidentate
conformation of the ion and the orientation of NH4

+ relative

to O (unidentate, bidentate, or tridentate) at the optimal N 3 3 3O
distance.
2.2. Molecular Mechanical Calculations. 2.2.1. Potential

Energy Function and Parametrization Strategy. Molecular me-
chanics (MM) calculations are performed with the program
CHARMM.45 Polarizable models based on classical Drude
oscillators40�42 are parametrized for the interaction of the four
cations (Li+, Na+, K+, and NH4

+) with benzene and for the
interaction of NH4

+ with water. For the interaction of Li+, Na+

and K+ with water, we use previously developed models.46

Polarizability is introduced by attaching fictitious charged parti-
cles to all nonhydrogen atoms via a harmonic spring with force
constant kD. The partial charge of the polarizable atom, q, is
distributed between the Drude particle and the atom core with
the Drude particle charge qD being determined from the atomic
polarizability via the relation α = qD

2/kD. The net charge of the
atomic core is thus qc = q � qD. A separation d between the
Drude particle and the polarizable atom results in an induced
dipole moment qDd. The electrostatic energy term in the additive
potential energy function47 is modified to include interactions
between atomic cores and Drude particles. A term describing the
self-energy of a polarizable atom [1/2(kDd

2)] is also added to the
potential energy function.41 The resulting potential energy
function can be written as the following:47,48

UðRÞ ¼ UionðRÞ þ Uion�solventðRÞ þ UsolventðRÞ ð1Þ
where

UionðRÞ ¼ 1
2
kDjrion � rD, ionj2 þ ∑

NH bonds
kbðb� b0Þ2

þ ∑
HNH angles

kθðθ� θ0Þ2 þ ∑
HH pairs

kUBðs� s0Þ2

ð2Þ
in which the last three terms are for NH4

+ only (b are NH bond
lengths, θ are HNH angles, and s are HH distances), and where

Uion�solventðRÞ ¼ ∑
N

j¼ 1
∑
i
∑
s

qc, iqs
jri � rjsj þ

qD, jqs
jrD, j � rjsj

 !

þ ∑
N

j¼ 1
∑
i
∑
s
Emin, is

Rmin, is

jri � rjsj

 !12

� 2
Rmin, is

jri � rjsj

 !6
2
4

3
5 ð3Þ

in whichN is the number of solvent molecules, i is the atomic site
of the ion (Li, Na, K, N, H), and s is the solvent molecule site
(atoms, lone pairs, Drude particles).Usolvent(R), the third term in
eq 1, is similarly obtained as the sum of bonded and nonbonded
energy terms that correspond to interaction between atoms of
the solvent molecules. Parameters in these equations and their
definitions can be found in refs 47 and 48.
Parameters for theNH4

+ potential function are obtained based
on ab initio calculations on the ion and its complex with benzene.
The NH4

+ ion is modeled by five atomic sites and an auxiliary
Drude particle attached to the nitrogen atom. Parameters b0, θ0,
and s0 are set according to the ab initio geometry of the monomer
in gas phase. NH bond stretching energy is represented by
harmonic terms, and although these bonds are kept rigid during
the simulations, the force constant kb is adjusted to reproduce ab
initio frequencies of the stretching modes. Angle bending terms
are adjusted to reproduce the distortion energy associated
with the bending modes. Urey�Bradley (UB) energy terms49 are
added to improve vibration frequencies and to prevent large
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distortions in the tetrahedral structure of the ion. The electrostatic
parameters (atomic charges and polarizabilities) are determined
fromab initio calculation. The atomic charges arefitted to reproduce
the traceless quadrupolemoment of the ion, and the polarizability of
N is calculated from the trace of the polarizability tensor.
Lennard-Jones (LJ) parameters of N andH atoms of ammonium

are optimized separately for the interaction with benzene and water.
Parameters of benzene are taken from ref 49. Parameters for the
alkali metal ions are taken from ref 46. An extra nonatomic site (X)
at the center of the benzene ring is required in order to accurately
model the interactions with Na+ and NH4

+ ions. This site mimics
the electron density at the center of the benzene ring and the
repulsive effect it has on the ions. It is electrically neutral and shows a
LJ interaction only with Na+ and with the N and H atoms of NH4

+.
TheX site was not required for lithium, likely due to the small size of
the ion and the close contact it forms with the benzene ring. It was
also not required for potassium, which is too large to “discriminate”
the steric profile of the ring.
The general parametrization strategy of the polarizable

force field based on Drude oscillators has been documented
elsewhere.41,42,46,49 In the present work, the strength of the
interaction of the four cations with benzene and of NH4

+ with
water is adjusted by optimizing the LJ parameters between
specific pairs of atoms of the monomers. The NBFIX45 option of
CHARMM allows assigning pair-specific LJ parameters Emin,is

and Rmin,is that override the default values obtained from the
Lorentz�Berthelot combination rules:

Emin, is ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEmin, i Emin, sÞ

q
and Rmin, is ¼ ðRmin, i þ Rmin, sÞ=2

Models for alkali metal�benzene interactions are optimized
by adjusting pair-specific LJ parameters between the ions (Li+,
Na+, and K+) and the carbon atoms of benzene and between Na+

and the X site of benzene. Model for NH4
+�benzene interaction

is optimized by adjusting the LJ parameters of N and H atoms of
NH4

+ as well as their pair-specific parameters with the X site in
benzene. The interaction of NH4

+ with H2O is optimized by
adjusting pair-specific LJ parameters between N and H atoms of
NH4

+ and oxygen atom of H2O.
Parameter optimizationuses the ab initio properties (complexation

energies, geometries, and PESs) as targets and is performed in
two steps. The first optimization step is to reproduce the ab initio
PESs around their minimum. In this step the coordinates of the
complex are kept rigid (at the values used for the ab initio
potential energy scans), and the LJ parameters are adjusted to
minimize the following error function:

χ2 ¼ ∑
k
ðECPk � EMM

k Þ2e�ECPk =kBT

where ECP is the BSSE-corrected ab initio interaction energy,
EMM is the interaction energy from the polarizable model, kB is
Boltzmann constant, and T is the standard temperature (298.15
K). Index k represents the grid points on the potential energy
surface. Minimization of this function leads to the best overall
agreement between the interaction energies calculated from the
Drude polarizable model (EMM) and the corresponding ab initio
values (ECP). The sum of squared errors is weighted by a
Boltzmann factor, which has the effect of increasing the impor-
tance of the low-energy conformations and ensures that the
bottom of the energy surface is well reproduced.
The parameters obtained from this procedure are subjected to

a second optimization step, in which the geometry and the

interaction energy of the complex calculated without imposing
geometry constraints (except fixing the bonds to H atoms using
the SHAKE algorithm)50 are fitted to the corresponding ab initio
results. While the purpose of the first optimization step is to find
the set of LJ parameters that gives the best global accuracy, the
refined parameters resulting from the second step are more
reliable, as they describe the geometry and the energetics of the
complex under simulation conditions.
2.2.2. MD Simulations. MD simulations are performed in

order to investigate cation�π, π�π, and cation�π2 interactions
in water as well as the hydration structure of NH4

+. All simula-
tions are performed in the NPT ensemble at T = 298.15 K and
p = 1 atm, with cubic periodic boundary conditions. Single ions
are solvated in 250 water molecules; ion�benzene and benzene�
benzene pairs and ion�benzene�benzene triples are solvated in
600 water molecules. The SWM4-NDP polarizable water
model51 is used for all simulations with a mass of 0.4 au on the
auxiliary Drude particles and a force constant kD = 1000 kcal/
mol/Å2 for the atom�Drude coupling. Electrostatic interactions
are computed using the particle-mesh Ewald method,52 with
k= 0.34 for the charge screening and a 1.0 Å grid spacing with
fourth-order splines for the mesh interpolation. The real-
space interactions (LJ and electrostatic) are cut off at 15 Å,
and the long-range contribution from the LJ term is intro-
duced as an average density-dependent term.53 The temperature
of the system is controlled with a two-thermostat algorithm, where
atoms are kept at room temperature (298.15 K) and auxiliary
Drude particles are kept at low temperature (1 K) to ensure self-
consistent dipole induction.41 The equations of motion are inte-
grated using a 1 fs time step, with all bonds involving hydrogen
atoms kept at their reference lengths using the SHAKE algorithm.50

2.2.3. Free Energy Calculations. The polarizable model for the
NH4

+�H2O complex is validated by calculating the free energy
of hydration of an NH4

+ ion relative to H2O, Na
+, and K+. Free

energy calculations are performed following the thermodynamic
integration (TI) simulation protocol established previously.48 In
particular, the relative hydration free energy (ΔΔGhydr) of
solutes A and B is evaluated from the conventional thermody-
namic cycle for solute transformation in water:

ΔΔGhydrðA f BÞ � ΔGhydrðBÞ �ΔGhydrðAÞ ¼ ΔGwat
mut

whereΔGmut
wat is the relative free energy for the alchemical Af B

“mutation” in water.
Tomaintain a constant number of interaction sites throughout

the transformation, special hybrid residues are used (see Figure 1) in
which A and B solutes are linked through their heavy atoms via a
weak harmonic bond of force constant 5 kcal/mol/Å2. These
residues are formed by tethering one original “real” ion with
a “dummy” ion having no interactions with the real particles.
The mutation simply involves “turning off” the nonbonded

Figure 1. Solute transformations involved in the free energy calcula-
tions. Fragments in red are “real”while those in black are “dummy”. The
dashed line represents the harmonic link.
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parameters of the real fragment while “turning on” those of the
dummy fragment. The ligand transformation in performed in 17
steps, controlled by a scaling parameter λ which takes the following
values: 0, 0.002, 0.005, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,
0.95, 0.995, 0.998, and 1. Each λwindow is equilibrated for 150 ps
followed by subsequent data collection for 350 ps.
2.2.4. Potential of Mean Force Calculations. Potentials of

mean force (PMFs) between each cation (Li+, Na+, K+, orNH4
+)

and one benzene molecule and between two benzene molecules
are calculated using umbrella sampling. The distance between
the centers of mass (CMs) of the reactants is used as a reaction
coordinate, and a harmonic potential of force constant 10 kcal/
mol/Å2 is applied to bias the sampling. The reaction coordinate
is sampled using 0.5 Å separated windows, and each window is
simulated for 2 ns. The unbiased PMF is reconstructed using the
weighted histogram analysis method (WHAM),54,55 and the
radial variation in the entropy of the solute pairs is taken into
account by adding a 2kBT ln(R) correction term to the PMF.56

3. RESULTS AND DISCUSSION

3.1. Ab Initio Interaction Energies. The optimized geometries
of all studied complexes and some of their structural parameters
are presented in Figure 2. BSSE-corrected and -uncorrected com-
plexation energies (ECP and E, respectively) and equilibrium

distances (R1, R2, and R3) are reported in Table 1. The comple-
xation energies and equilibrium distances for the (benzene)2,
(benzene)3, and benzene�H2O complexes are also reported in
Table 1. The three equilibrium distances, R1, R2, and R3, represent
CM separations between the cation and the closest benzene
molecule, between the closest and second closest benzene mol-
ecules, and between the second and third closest benzenemolecules,
respectively. R1 is also assigned to the CM separation between the
cations and water and between water and benzene. As reported in
Table 1, theMP2(FC)/6-311++G(d,p) interactions energies of Li+,
Na+, K+, and NH4

+ with benzene monomer are �34.89, �21.08,
�17.14, and �17.58 kcal/mol, respectively. Although these values
are simple interaction energies (neglecting thermodynamic con-
tributions), they are comparable to the corresponding experimental
gas phase binding enthalpies (at 298 K) of�39.3( 3.2,�22.5(
1.5, �17.7 ( 1.0, and �19.3 ( 1.0 kcal/mol.7,10

For alkali cation complexes, the interaction energy decreases
(that is, becomes less negative) while R1 increases on going from
Li+ to K+ (see Table 1), which can be attributed to the increase of
the cation size. For a given cation, the interaction energy
increases on going from benzene monomer to trimer complexes,
while R1, R2, and R3 decrease (see Table 1 and Figure 2a, b, and c).

Figure 2. Optimized geometries at MP2(FC)/6-311++G(d,p) level
of theory for the (a) cation�benzene, (b) cation�(benzene)2, (c)
cation�(benzene)3, (d) benzene�cation�benzene, (e) benzene�cation�
benzene bent sandwich (unstable for Li+), (f) water�benzene, (g) ammo-
nium�water, and (h) alkali ion�water complexes. The structures of panels
(a�e) are illustrated with NH4

+ complexes, but corresponding parameters
for the lithium, sodium, and potassium complexes are reported.

Table 1. Ab Initio Complexation Energies and Equilibrium
Distances (R1, R2, R3) Calculated at the MP2(FC)/6-311+
+G(d,p) Level of theory and Corresponding Energies Calcu-
lated Using the Polarizable Models (EMM)a

complex E ECP R1 R2 R3 EMM

benz�Li+ �38.84 �34.89 1.870 � � �35.14

benz�Na+ �24.00 �21.08 2.426 � � �21.04

benz�K+ �19.58 �17.14 2.828 � � �17.01

benz�NH4
+ �19.78 �17.58 2.921 � � �17.56

(benz)2�Li+ �49.00 �41.48 1.857 3.522 � �40.59

(benz)2�Na+ �32.92 �26.65 2.416 3.561 � �25.66

(benz)2�K+ �28.31 �22.23 2.816 3.584 � �21.25

(benz)2�NH4
+ �28.67 �22.82 2.891 3.587 � �21.84

benz�Li+�benz �71.88 �60.57 1.938 � � �62.47

benz�Na+�benz �46.50 �38.86 2.432 � � �40.16

�46.47c �38.85c 2.431c � � �39.04

benz�K+�benz �37.56 �32.09 2.875 � � �33.09

�38.47c �32.26c 2.844c � � �33.07

benz�NH4
+�benz �37.33 �32.17 2.960 � � �32.70

�38.58c �31.80c 2.964c � � �31.59

(benz)3�Li+ �56.12 �44.72 1.852 3.495 3.626 �43.62

(benz)3�Na+ �39.73 �29.63 2.406 3.542 3.637 �28.50

(benz)3�K+ �34.98 �25.10 2.808 3.567 3.644 �24.00

(benz)3�NH4
+ �35.37 �25.69 2.890 3.566 3.644 �24.63

(benz)2 �4.94 �1.79 � 3.695 � �2.07

(benz)3 �10.67 �3.62 � 3.658 3.658 �4.20

benz�H2O �4.52 �2.43 3.347 � � �2.68b

H2O�Li+ �35.50 �33.40 1.866 � � �35.92b

H2O�Na+ �24.67 �23.09 2.266 � � �24.64b

H2O�K+ �18.93 �17.88 2.631 � � �17.90b

H2O�NH4
+ �22.16 �20.27 2.704 � � �20.28

a E: uncorrected; and ECP: BSSE-corrected. All energies in kcal/mol
and all distances in Å. bCalculated using the original polarizable
models.46,49,51 cBent sandwich geometry of the complex (see Figure 2e).
The Li+ complex is unstable.
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The values ofR1 reported in Table 1 for Li
+, Na+, and K+ complexes

with benzene (1.870, 2.426, and 2.828 Å, respectively) are in close
agreement with the distances calculated by Feller et al.17 at the
MP2/CBS level of theory (1.879, 2.390, and 2.786 Å, respectively).
Table 1 shows that cations are always closer to the benzene

molecule (R1 shorter) in cation�dimer complexes than in cation�
monomer complexes and that two benzene molecules are always
closer (R2 shorter) in cation�dimer complexes than in the
benzene�dimer. This indicates that cation�π and π�π interac-
tions stabilize one another and that cooperativity between the two
interactions contributes to the overall stabilization of the system.21

By comparison, the sandwich benzene�cation�benzene
complexes (see Figure 2d and e), while more stable than

the cation�benzene�benzene conformers, display competi-
tive cation�π interactions. For instance, the straight sandwich
ammonium complex has a total complexation energy less than
twice that of the NH4

+�benzene pair (�32.17 kcal/mol, com-
pared to 2 � �17.58 = �35.16 kcal/mol), and the cation-
benzene distances are larger (2.960 Å, compared to 2.921 Å for
the NH4

+�benzene pair). The bent sandwich conformation,
almost iso-energetic to the straight conformation, displays similar
competitivity. It is important for a molecular model to reproduce
these effects, as the cooperation between cation�π and π�π
interactions and the competition between two cation�π
interactions are not expected to play out the same way in aqueous
solution as in gas phase.

Table 2. BSSE-Corrected Complexation Energies Calculated at the MP2(FC)/6-311++G(d,p) Level and Corresponding
Interaction Energies Calculated Using the Polarizable Models (in parentheses)a

complex Etot EM�B1
EM�B2

EM�B3
EB1�B2

EB2�B3
EB1�B3

Ecoop

benz�Li+ �34.89 �34.89 � � � � � �
(�35.14) (�35.14)

benz�Na+ �21.08 �21.08 � � � � � �
(�21.04) (�21.04)

benz�K+ �17.14 �17.14 � � � � � �
(�17.01) (�17.01)

benz�NH4
+ �17.58 �17.58 � � � � � �

(�17.56) (�17.56)

(benz)2�Li+ �41.48 �34.82 �4.26 � �1.10 � � �1.30

(�40.59) (�34.93) (�2.90) (�0.63) (�2.13)

(benz)2�Na+ �26.65 �21.02 �3.12 � �1.35 � � �1.16

(�25.66) (�20.97) (�2.15) (�1.00) (�1.54)

(benz)2�K+ �22.23 �17.09 �2.59 � �1.47 � � �1.08

(�21.25) (�17.02) (�1.84) (�1.18) (�1.21)

(benz)2�NH4
+ �22.82 �17.56 �2.57 � �1.48 � � �1.21

(�21.84) (�18.24) (�1.81) (�1.20) (�0.59)

benz�Li+�benz �60.57 �34.79 �34.79 � �1.90 � � 10.91

(�62.47) (�34.66) (�34.66) (�2.05) (8.90)

benz�Na+�benz �38.86 �20.99 �20.99 � �0.75 � � 3.87

(�40.16) (�20.98) (�20.98) (�1.04) (2.82)

�38.85b �20.99b �20.99b � �0.89b � � 4.02b

(�39.04)b (�20.61)b (�20.61)b (�1.19)b (3.37)b

benz�K+�benz �32.09 �17.17 �17.17 � �0.20 � � 2.45

(�33.09) (�17.12) (�17.12) (�0.44) (1.59)

�32.26b �17.15b �17.15b � �0.83b � � 2.87b

(�33.07)b (�17.10)b (�17.10)b (�1.14)b (2.27)b

benz�NH4
+�benz �32.17 �17.39 �17.42 � �0.13 � � 2.77

(�32.07) (�17.37) (�17.35) (�0.35) (3.00)

�31.80b �16.99b �16.99b � �0.78b � � 2.96b

(�31.59)b (�16.23)b (�16.23)b (�1.14)b (2.01)b

(benz)3�Li+ �44.72 �34.80 �4.35 �0.93 �0.93 �1.63 �0.001 �2.08

(�43.62) (�34.92) (�2.97) (�0.60) (�0.36) (�1.45) (�0.12) (�3.20)

(benz)3�Na+ �29.63 �20.99 �3.18 �0.76 �1.26 �1.66 �0.002 �1.78

(�28.50) (�20.91) (�2.20) (�0.49) (�0.85) (�1.50) (�0.12) (�2.43)

(benz)3�K+ �25.10 �17.09 �2.64 �0.66 �1.39 �1.68 �0.003 �1.64

(�24.00) (�17.00) (�1.87) (�0.44) (�1.06) (�1.53) (�0.11) (�1.99)

(benz)3�NH4
+ �25.69 �17.55 �2.60 �0.65 �1.39 �1.68 �0.003 �1.82

(�24.63) (�18.23) (�1.84) (�0.43) (�1.05) (�1.54) (�0.12) (�1.42)
a Etot is the total complexation energy, EA�B are complexation energies of the different fragment pairs, and Ecoop is the cooperativity [see eq 4]. All
energies in kcal/mol. bBent sandwich geometry of the complex (see Figure 2e). The Li+ complex is unstable.
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We evaluate Ecoop, the cooperation energy of a complex, as the
difference between Etot, the total complexation energy, and the
sum of all pairwise interaction energies in the complex:

Ecoop ¼ Etot � ð∑
m

EM�Bm þ ∑
m < m0

EBm�Bm0 Þ ð4Þ

where m and m0 label the benzene molecules (see Table 2).
EM�Bm

is the complexation energy of the different ion�benzene
pairs and EBm�Bm0 is the complexation energy of the different
benzene pairs—whether they are in contact or not. These
energies are calculated at the geometry obtained from the
optimization of the whole complex and corrected for BSSE.
Table 2 shows that the sign and the magnitude of Ecoop

depends on the nature of the complex. Parallel stacked cation�
(benzene)2 and cation�(benzene)3 complexes show negative
Ecoop, which indicates that the two interactions strengthens one
another.25 The positive Ecoop observed in the sandwich com-
plexes of the benzene dimer indicates on the other hand that the
two interactions are competitive.
This cooperative or anticooperative behavior is related to the

polarization of the benzene molecules. Table 2 also reports the
interaction energies calculated using the optimized Drude models
(see Section 3.3). In the stacked conformation of the NH4

+�
(benzene)2 complex, the polarizable model induces a dipole of
+2.53 D in the first benzene ring and of +0.60 D in the second.
Those two dipoles are parallel and result in a stabilization of the
complex by 0.59 kcal/mol (compared to 1.21 kcal/mol from the ab
initio calculations). In the straight sandwich conformation, the ion
induces antiparallel dipoles of +2.01 and �2.01 D, which destabi-
lizes the complex by 3.00 kcal/mol (compared to 2.77 kcal/mol
from the ab initio calculations). This behavior cannot be reproduced
with a conventional, nonpolarizable force field.
3.2. Ab Initio Potential Energy Surfaces. Ab initio potential

energy curves for Li+, Na+, K+, and NH4
+ in complex with

benzene monomer and for NH4
+ in complex with H2O are

reported in Figure 3, along with the corresponding curves

obtained from the optimized Drude models (see Section 3.3).
Two curves are calculated for the interactions of the alkali cations
with the benzene monomer (Figure 3a and d). Curve 3a is
calculated by positioning the cation on top of the benzene center,
along the six-fold symmetry axis, and by scanning the distance
R between the cation and the ring centroid (site X) from 1.0 to
10.0 Å. This curve indicates that the depth and the extent of the
potential energy well depends on the size of the cation and on its
ability to approach the electron cloud of benzene.20 Curve 3d is
calculated by positioning the alkali cations on top of the benzene
center at the equilibrium separation distances (called site Y)
and scanning the movement of the cations parallel to the
benzene ring, going toward the C�C bond center. This curve
confirms that, although the interaction energy decreases as the
cation moves away from the benzene center, the complex
remains stable.24

Two potential curves are calculated for ammonium�benzene
complex (Figure 3b and e). Curve 3b is calculated by scanning
the X 3 3 3N distance with ammonium in the bidentate orienta-
tion. Curve 3e is generated by scanning the X 3 3 3N�H angle and
describes the interaction energy of the complex as a function of
ammonium orientation: unidentate (0� and 109�), bidentate
(55�), and tridentate (180�). This curve shows that the stability
of the different ammonium conformers follows the order biden-
tate > unidentate > tridentate. The global minimum conformer
however displays an angle X 3 3 3N�H of 35� or 75�, correspond-
ing to an ammonium orientation between the exact unidentate
and bidentate conformations.
Two potential curves are calculated for the NH4

+�H2O
complex (Figure 3c and f). Curve 3c shows the scan of the
N 3 3 3O distance in the ammonium unidentate orientation, from
2.0 to 10.0 Å. Curve 3f shows the scan of angle O 3 3 3N�H
from 0� to 180�, so as to investigate the relative stability of
the unidentate (0� and 109�), bidentate (55�), and tridentate
conformers (180�). According to the QM calculations, the

Figure 3. Potential energy curves for benzene�M+ (M+ = Li+, Na+, K+, or NH4
+) and H2O�NH4

+ complexes from ab initio MP2(FC)/6-311++G
(d,p) calculations (dashed line) and from polarizable model (solid line). The following coordinates are scanned: (a) in benzene�M+ complex, X 3 3 3M

+

distance in the direction perpendicular to the benzene plane (X is the center of the benzene ring); (b) in benzene�NH4
+ complex, X 3 3 3N distance

between the benzene center and the nitrogen atom of NH4
+ in its bidentate conformation; (c) in H2O�NH4

+ complex, O 3 3 3N distance; (d) in
benzene�M+ complex, Y 3 3 3M

+ distance in the direction parallel to the benzene plane (Y is the equilibrium position of the ion; see Figure 2a), going
toward the C�C bond center; (e) in benzene�NH4

+ complex, X 3 3 3N�H angle for NH4
+ on top of benzene at X 3 3 3N distance = 3.0 Å; and (f) in

H2O�NH4
+ complex, O 3 3 3N�H angle at O 3 3 3N distance = 2.7 Å.
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stability of the conformers follows the order unidentate >
bidentate ∼ tridentate.
3.3. Optimized Force Field. Equilibrium structural parameters

for the potential model of NH4
+ (see eq 2) are obtained from ab

initio optimization of the ion in the gas phase at the MP2/6-311+
+G(d,p) level of theory: b0 = 1.024 Å, θ0 = 109.47�, and s0 = 1.673
Å. Bond, angle, and UB force constants are fitted in CHARMM45

based on ab initio calculated IR frequencies of gaseous NH4
+ (ν =

3� 1496, 2� 1734, 3413, and 3� 3547 cm�1). Parameters kb =
470 kcal/mol/Å2, kθ = 25 kcal/mol/rad

2, and kUB = 9 kcal/mol/Å
2

are chosen because they yield comparable IR frequencies (ν = 3�
1716, 2� 1940, 3461, and 3� 3546 cm�1) andmaintain structural
stability of the ion duringMD simulations. Although these frequen-
cies are overestimating the ab initio bending vibrational frequencies
of the ion (1496 and 1734 cm�1), they reproduce the ab initio angle
bending energies with less than 20% error. Since ab initio calcula-
tions of the hydration of ammonium in water clusters show that the
HNHangles do not systematically bend bymore than a fraction of a
degree,57 this represents an error of less than 0.01 kcal/mol.
Nonbonded parameters (atomic charges, polarizability, and

LJ parameters) of the polarizable ammonium model are deter-
mined based on ab initio calculations on the gaseous ion and
its complex with benzene and found to be q(H) = 0.64413 e,
q(N) = �1.57652 e, αN = 1.1966 Å3, Emin(N) = 2.387030 kcal/
mol, Rmin(N)/2 = 1.306271 Å, Emin(H) = 0.003998 kcal/mol,
and Rmin(H)/2 = 1.087051 Å.

Optimized pair-specific LJ parameters for the interaction of
the four cations (Li+, Na+, K+, and NH4

+) with benzene and for
NH4

+�H2O interaction are listed in Table 3. These parameters
are first optimized based on the ab initio PESs and then refined to
reproduce the ab initio geometry and interaction energy in the
global minimum complex (see columns “ECP” and “EMM” of
Table 1). Themodels also reproduce the ab initio PESs, as shown
in Figure 3. Because of the intrinsic limitations of LJ potentials at
reproducing both the position of the energy minimum and its
curvature, the molecular models that yield correct binding
energy, and equilibrium distance are systematically underesti-
mating long-range interactions (see Figure 3a and b). For this
reason, the interaction of the four cations with the benzene dimer
in the stacked conformation (for which the second benzene
molecule is about 6 Å away from the ion) is underestimated by
about 1 kcal/mol. However, this systematic error does not
increase with the stacking of a third benzene molecule, as the
deviation between EMM and ECP becomes negligible at larger
distances (see Figure 3a and b).
3.4. Hydration of NH4

+.The optimized model for NH4
+�H2O

interaction reproduces the ab initio calculated complexation energy
and PESs (see Table 1 and Figure 3c and f). To further validate the
model, the solvation structure of the ion in water and its free energy
of hydration relative to H2O, Na

+, and K+ are calculated.
The solvation structure of the ammonium ion is investigated

from the analysis of the last 7 ns of a 10 ns MD simulation of one
ion solvated in 250 SWM4-NDP water molecules. The pair
correlation functions gNO(r) and gHO(r) (where N andH refer to
NH4

+) are reported in Figure 4. Function gNO(r) shows a
maximum at 2.85 Å and a minimum at 3.37 Å. Integration up
to this minimum yields a coordination number of 5.3, in excellent
agreement with ab initio MD studies,58 which report a coordina-
tion number of 5.3 as well. Function gHO(r) shows a first peak at
1.85 Å and a minimum at 2.36 Å. Integration yields a coordina-
tion number of 1.05, corresponding to one water molecule

Table 3. Pair-Specific LJ Parameters for the Interactions of Li+, Na+, K+, and NH4
+ with Benzene and Watera

ion�benzene interaction ion�water interaction

ion i Emin (kcal/mol) Rmin/2 (Å) Emin,iC(kcal/mol) Rmin,iC(Å) Emin,iX(kcal/mol) Rmin,iX (Å) Emin,io (kcal/mol) Rmin,io (Å)

NH4
+ N 2.387030 1.306271 0.4058387b 3.3962713b 0.1470587 3.5005950 0.1018465 3.7592014

H 0.003998 1.087051 0.0109515b 2.3562713b 0.0060183 3.2808392 0.0092367 2.8848120

Li+ Li 0.030000 1.100000 0.0644005 3.1950579 0.0 0.0 0.0795506c 2.8869290c

Na+ Na 0.0315100 1.461680 0.2004369 3.3592376 0.0099919 3.6398984 0.0815280c 3.2486090c

K+ K 0.1419265 1.686652 0.4266716 3.5744944 0.0 0.0 0.1730273c 3.4735811c

a Parameters with hydrogen atoms of benzene and water are obtained using the Lorentz�Berthelot mixing rules. bObtained from benzene parameters49

using the Lorentz�Berthelot mixing rules. cObtained from alkali cations46 and water51 parameters using the Lorentz�Berthelot mixing rules.

Figure 4. N�O and H�O radial distribution functions (solid lines,
scale on left) and running integration numbers (dashed lines, scale on
right) of NH4

+ in water at 298.15 K.

Table 4. Relative Hydration Free Energies (in kcal/mol) As
Calculated from TI/MD Simulations in Bulk Water and
Corresponding Experimental Values

mutation ΔGmut
wat experiment

NH4
+ f H2O 61.7 61.862a, 65.660a

NH4
+ f Na+ �18.6 �18.1,59 �19.162

NH4
+ f K+ �1.2 �0.5,59 �2.462

Na+ f K+ 16.7 16.7,62 17.2,63 17.659,61

aCalculated using �6.32 kcal/mol as the experimental hydration free
energy of water.64
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hydrogen-bonded to every proton of NH4
+, forming a tetrahe-

dral structure around the ion. This suggests that the additional
1.3 water molecules found inside the N�O coordination sphere
are much more mobile, in agreement with previous results from
ab initio MD simulations.58

Reliable simulations of ions in aqueous solution require models
that reproduce their free energy of hydration (ΔGhydr). To further
validate the NH4

+�H2O potential model, we calculate the change
in free energy of hydration associated with mutation of NH4

+ to
H2O, Na

+, or K+. As a control for the “hybrid residue”method used
(see Section 2.2.3), the change in free energy formutatingNa+ toK+

is also calculated and compared to published values obtained using a
different protocol.46 The results are reported in Table 4, along with
corresponding experimental and computational data.59�64 On the
basis of multiple runs (forward and backward), the error on the
calculated values is of the order of 0.1 kcal/mol.
The data inTable 4 showgood agreement between the calculated

and experimental data. Taking into account the hydration free
energy of the SWM4-NDPwater molecule,�5.9( 0.1 kcal/mol,51

this results in a hydration free energy of NH4
+ equal to�67.6 kcal/

mol, in agreement with the experimental value of �68.1 kcal/mol
reported by Marcus.62 It should be noted that the NH4

+�H2O
interaction model was not optimized to reproduce these experi-
mental results; parametrization was aimed at reproducing the ab
initio properties of the NH4

+�H2O complex only. This further
confirms the transferability of the parametrized NH4

+�H2Omodel

from gas phase to aqueous phase. More importantly, the model
reproduces the hydration free energy relative to Na+ and K+ (see
Table 4), which ensures that the affinities for both water and
benzene are correctly represented across the ion series.
3.5. Cation�π Interactions in Aqueous Solution. Com-

pared to the gas phase interaction energies reported in Table 1,
cation�π interactions aremuchweaker in aqueous solution,19,37�39

due to competing interactions with water. In the gas phase, the
interaction energies of the alkali cations with benzene follow the
order Li+ > Na+ > K+ (see Table 1). In water, the cation�π affinity
is reported1,65 to show the reverse order: K+ . Na+ ∼ Li+.
The binding affinity of the four studied cations with benzene in

water is estimated from PMF calculations (see Figure 5a). Our
finding for the binding free energies of Li+, Na+, and K+ with
benzene in water is in agreement with the expected trend.65 Li+

and Na+ do not associate with benzene in presence of water, as
evidenced by the absence of a free energy minimum near the gas
phase calculated equilibrium distances. For Li+, the shallow mini-
mum (�0.2 kcal/mol) observed at CM separation of 5.1 Å can be
interpreted as a weak interaction of benzene with the “dressed”,
tetraaqua Li+ ion. At that distance, the interaction energy of Li+ with
benzene, as calculated from the PES, is �4.7 kcal/mol (see
Figure 3a). Benzene in the second solvation shell of the ion will
thus be stabilized by the interaction with ion-coordinated water
molecules in addition to the long-distance interaction with the
cation. K+ andNH4

+, on the other hand, bind benzene in water with
energies of�1.2 and�1.4 kcal/mol at equilibrium CM separations
of 3.2 and 3.3 Å, respectively. These equilibrium separations are
0.4 Å longer than the gas phase-calculated distances (see Table 1)
but are nevertheless consistent with a direct coordination of the ions
with the benzene molecule.
A benzene molecule coming in direct contact with a hydrated

ion results in the expulsion of a number of water molecules from
the first solvation shell. For this reason small, strongly solvated
ions, such as Li+ and Na+, tend to retain their hydration structure
and rarely associate with benzene. Figure 5b shows the number of
water molecules in the first solvation shell of Li+, Na+, K+, and
NH4

+ as a function of the constrained CM separation between
the ion and benzene (RMX). These coordination numbers are
calculated from the pair distribution function gMO up to the first
minimum (2.56, 3.24, and 3.56 Å for Li+, Na+, and K+,
respectively,46 and 3.37 Å for NH4

+).
Figure 5b shows that the presence of a benzene molecule at

distances from the ion near the gas phase equilibrium values
(1.87, 2.43, 2.83, and 2.92 Å for Li+, Na+, K+, and NH4

+,
respectively; see Table 1) results in significant loss of ion-
coordinated water molecules. The high-energy shoulder of the
PMF for lithium corresponds to the deformation of the tetra-
hedral coordination (at RMX < 4.5 Å) followed by the loss of one
of the first-shell water molecules (at RMX < 3.0 Å). The shoulder
for sodium corresponds to the loss of the loosely coordinated
sixth water molecule from the first hydration shell (atRMX < 6Å).
Upon formation of a complex with benzene, potassium loses 1.6
watermolecules, going from a coordination number of 6.9 in bulk
water46 to 5.3 at RMX ∼ 3.2 Å. Ammonium loses only one water
molecule, going from a coordination of 5.3 to 4.3 at RMX∼ 3.3 Å.
This smaller loss of water molecules (compared to K+) is likely
the reason why NH4

+ associates more strongly and over a longer
range than K+.
Although the QM and MM complexation energies of Li+ and

Na+ with benzene (see Table 1) are underestimating the experi-
mental enthalpies of formation of the complexes,10 this does not

Figure 5. (a) PMFs between the centers of ions and benzene and
between the centers of two benzene molecules in water. (b) Water-
coordination number of Li+, Na+, K+, and NH4

+ ions as a function of
their center-of-mass separation from a benzene molecule.
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affect the ion�benzene affinities in aqueous solution. Polarizable
models optimized to reproduce the experimental binding en-
ergies of the complexes (�39.3 kcal/mol for Li+ and�22.5 kcal/
mol for Na+) yield PMFs for the lithium�benzene and sodium�
benzene pairs in solution that do not deviate from those of
Figure 5 by more than 0.1 kcal/mol in the thermodynamically
accessible region RMX > 3 Å (data not shown).
Figure 5a also shows the PMF between the centers of two

benzene molecules in water, displaying an equilibrium separation of
5.2 Å and a binding free energy of �1.1 kcal/mol, in excellent
agreement with the value of�1.00( 0.05 kcal/mol for the heat of
dimerization of benzene in water reported by Hall�en et al.66 This
binding free energy of the benzene dimer in water represents an
improvement over previous simulation results67�69 which reported
affinities are either too large (�1.5 kcal/mol for ref 67) or too small
(�0.5 and �0.36 kcal/mol for refs 68 and 69, respectively).
3.6. Effect of Cations on π�π Interactions inWater.The ab

initio calculations reported in Table 1 show that an ion associat-
ing to a benzene dimer will form the more stable “π�cation�π”
sandwich conformations in which two ring systems compete for a
direct interaction with the cation, preferably to the less stable
“cation�π�π” conformation in which a cation and a ring system
cooperate to bind a central ring system. In that regard, cation�π
interactions are disruptive to π�π interactions in the gas phase.
To reveal how the interplay between cation�π and π�π
interactions translates in aqueous medium, we have performed
MD simulations of two benzene molecules in water and two
benzene molecules in presence of either one ammonium ion (see
Figure 6) or one potassium ion.
The effect of the ion on the association of the two benzene

molecules in water can be analyzed from the gXX RDF, where X is
benzene center, in presence and absence of the cation (see
Figure 7a). The three curves are calculated from 100 ns

unconstrained simulations of the binary and ternary complexes
and have similar shapes with a broad maximum in the range 5�6
Å. The function, however, possesses higher probability for the
“NH4

+” and “K+” systems, indicating that π�π association
increases in presence of the cation.
The influence of the second benzene molecule on the

cation�π interaction can similarly be analyzed from the gMX

RDF, where M is K+ or N of NH4
+. Figure 7b shows that the

function, calculated from 100 ns unconstrained simulations, has a
slightly higher probability for benzene�dimer complexes, com-
pared to the monomer complexes. This indicates that coopera-
tivity exists between cation�π and π�π interactions in aqueous
solution.
Themost probable arrangement of the two benzenemolecules

relative to the cation is investigated using 80 ns simulations in
which an energy restraint is applied either to prevent the benzene
centers of mass from separating by more than 7 Å or to prevent
the cation and one benzene molecule from separating by more
than 5 Å for K+ and 6 Å for NH4

+. These biased simulations
represent the interaction of the ion with a preformed benzene
dimer and of the second benzene molecule with a preformed
cation�benzene pair. A harmonic force constant of 5 kcal/mol/
Å2 is used for the restraints.
Figure 8a and c presents the distribution of the ion (K+ orNH4

+)
as the conditional free energy surface �kBT ln[FM(zM,rM)/2πrM],
where FM(zM,rM) is the ion density relative to the restrained
benzene dimer, in cylindrical coordinates. The factor 2πr

Figure 6. Snapshot of a representative configuration of the NH4
+�

(benzene)2 complex in 600 SWM4-NDP water molecules. Atom colors
are red for oxygen, blue for nitrogen, cyan for carbon, white for
hydrogen, and pink for the nonatomic site of the benzene model.

Figure 7. (a) Enhancement of the benzene�benzene radial distribu-
tion function (gXX) in the presence of a potassium or an ammonium ion.
(b) Enhancement of the ion�benzene radial distribution function (gMX)
in the presence of a second benzene molecule. Distributions obtained
from 100 ns unconstrained simulations in 600 water molecules.
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accounts for the purely geometric probability of finding the ion at
a radial distance r from the benzene�benzene axis. Figure 8b and
d shows function�kBT ln[FX(zX,rX)/2πrX], the conditional free
energy surface for a benzene molecule in the presence of a
restrained ion�benzene dimer.
Figure 8a shows a high-density K+ “envelope” at a distance of

3.0�3.5 Å from either one of the two benzene molecules (which
are located at z∼( 2.6 Å and r = 0 Å). This region corresponds
to the minimum of the K+�benzene PMF of Figure 5a. Maximum
ion density is found at z = 0 Å and r ∼ 2.0 Å, where the ion is
coordinating both benzene molecules and forming an “isosceles
triangle” conformation, and at z ∼ 5.5 Å and r < 2 Å, where the
system is forming a K+�benzene�benzene stacked conformation.
Figure 8b shows a high-density benzene envelope at a distance

of 5�6 Å from the ion-bound benzene molecule (located at z∼
3.2 Å and r = 0 Å) or at a distance of 3.0�3.5 Å from the K+ ion
(located at z = r = 0 Å). Three regions are markedly populated:
the “triangle” conformation at z ∼ 0 Å and r ∼ 3.5 Å, the
K+�benzene�benzene stacked conformation at z∼ 8 Å and r <
2 Å, and the benzene�K+�benzene sandwich conformation at z
∼ �3.5 Å and r < 1 Å. This sandwich conformation is not
observed in Figure 8a due to the weak restraint on the benzene
molecules, preventing them from separating. The “triangle”
conformation is the most favorable arrangement and corre-
sponds to a potassium ion coordinated by two benzene mol-
ecules forming an X 3 3 3M 3 3 3X angle of∼90�. Interestingly, the
bent sandwich conformation, located between the “triangle” and
sandwich conformations of Figure 8b, is poorly populated despite
being themost stable structure in gas phase (see Table 1). This may
be attributed to the higher degree of dehydration of the K+ ion
accompanying this arrangement. Indeed, three additional simula-
tions of the ternary complex with restraints keeping the X 3 3 3M
distanceswithin 3.2Å and theX 3 3 3M 3 3 3Xangle around 90�, 120�,
and 180� show that theK+ ion is coordinated by 4.1watermolecules
for X 3 3 3M 3 3 3X ∼ 90�, 3.7 molecules for X 3 3 3M 3 3 3X ∼ 120�,
and 4.1 molecules for X 3 3 3M 3 3 3X∼ 180�. This shows that K+ is
best hydrated when the complex adopts the “triangle” geometry

(X 3 3 3M 3 3 3X∼ 90�) and poorly hydrated when it adopts the bent
sandwich geometry (X 3 3 3M 3 3 3X ∼ 120�). It also confirms that
the “triangle” and straight sandwich arrangements are equally
favorable, as both provide a solvation shell formed of two benzene
and four water molecules.
The simulations involving NH4

+ display similar features
(see Figure 8c and d) but with a marked preference for the
triangle arrangement. The stacked and sandwiched geometries
do not appear particularly favored or disfavored. Additional
simulations with restraints keeping the X 3 3 3M distances below
3.3 Å, and the X 3 3 3M 3 3 3X angle at 90�, 120�, and 180� shows
that the NH4

+ ion is coordinated by 3.6 water molecules for
X 3 3 3M 3 3 3X ∼ 90� and 3.3 water molecules for X 3 3 3M 3 3 3X
angles of 120� and 180�. This confirms that the “triangle”
conformation is the most favored and that straight and bent
sandwich conformers are equally accessible.

4. CONCLUSION

Ab initio calculations on cation�π interactions of Li+, Na+, K+,
and NH4

+ with benzene show that cation�π interactions in the gas
phase become stronger if additional aromatic systems are intro-
duced in stacked arrangements but weaker if they are introduced in
sandwiched arrangements. The dominant contribution to this
cooperativity effect is electronic polarization. Polarizable models
are parametrized to reproduce the interactions of Li+, Na+, K+, and
NH4

+ with benzene as well as the interaction of NH4
+ with water.

The models reproduce the ab initio energies of both the benzene
complexes and the water complexes. The model for NH4

+ also
reproduces the experimental hydration free energy of the ion
without further adjustment.

Potentials of mean force between cation�benzene pairs in
aqueous solution show that, while Li+ andNa+ do not bind benzene,
K+ and NH4

+ bind with free energies of �1.2 and �1.4 kcal/mol,
respectively. The small Li+ and Na+ ions form rigid complexes with
their coordinating water molecules that cannot easily accommodate
the replacement of a water molecule by a benzene molecule. The

Figure 8. Distribution of (a) K+ around a preformed benzene dimer, (b) benzene around a preformed K+�benzene pair, (c) NH4
+ around a preformed

benzene dimer, and (d) benzene around a preformed NH4
+�benzene pair. Densities are presented as the free energy surfaces �kBT ln[F(z,r)/2πr],

where F(z,r) is the distribution relative to the restrained solutes, in cylindrical coordinates. Benzenemolecules are at z∼(2.7 Å and r = 0 Å in panels (a)
and (c). In panels (b) and (d), the ion is at z = r = 0 Å and the benzene molecule is at z ∼ 3.2 Å and r = 0 Å.
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larger K+ and NH4
+ ions, on the other hand, have more flexible

hydration shells that are favorable to benzene inclusion.
Methyl substitution of ammonium hydrogens is reported to

decrease the gas phase binding energy between the ions and
benzene,19,70 For example, while we report a binding energy of
�17.58 kcal/mol between ammonium and benzene, Xu et al.19

have reported a binding energy of �15.78 kcal/mol between
methylammonium and benzene at the same level of theory and
Felder et al.70 have reported a binding energy of�8.40 kcal/mol
between tetramethylammonium and benzene at the MP2/
6-31G(d) level of theory. It would be interesting to use similarly
derived polarizable models to investigate the enhanced hydro-
phobic association with benzene resulting from successive
methylations of the ammonium ion.

The results provide new insight on the influence of inorganic salts
on the solubility of aromatic hydrocarbons in water, the so-called
“salting-out” effect.71,72 The degree of salting-out for aromatic
compounds depends on the salt in an apparently nonsystematic
way. For benzene, the salting-out effect in presence of lithium,
sodium, potassium, and ammonium chloride salts follows the order
Na+ > K+ > Li+ > NH4

+.71 Based on the binding free energies
calculated in this work, we suggest that the salting-out effect follows
two distinct mechanisms. Li+ and Na+, which expel benzene
molecules from their first hydration shells, are effectively decreasing
the volume of solution available to benzene—Na+ more so than
Li+—, leading to benzene association and salting-out.73 K+ and
NH4

+ are also effectively decreasing the volume of solution available
to benzene but according not only to their sizes (which are
comparable) but also to their affinities for benzene. Since NH4

+

has a higher (and longer-range) affinity for benzene than K+, the
excluded volume it creates is smaller, and its salting-out effect is
expected to be weaker. It is important to note, however, that the
present explanation does not account for the counterion (e.g., Cl�),
whichmight play different roles in presence of different cations, as it
was suggested for lithium chloride.74

While K+�(benzene)2 and NH4
+�(benzene)2 complexes in

gas phase are significantly more stable in their sandwiched
conformations than in their stacked conformations, the reverse
is true in aqueous solution. The most stable arrangement of the
two systems in water, however, corresponds to a “triangle”
geometry in which the two benzene molecules are both directly
coordinating the cation, at an angle of approximately 90�. This
geometry preserves the benzene�benzene hydrophobic interac-
tion, while minimizing ion dehydration.

The concepts put forward in the present work can be transposed
to cation�π interactions in proteins. While a single aromatic
residue, such as phenylalanine or tryptophan, at the surface of a
protein may not create enough binding affinity for K+ or NH4

+ ions
to generate significant biological function, a binding site formed of
multiple aromatic residues may.75�77 Our simulations suggest that
an L-shaped arrangement of two aromatic residues binds ions better
than a stacked or sandwiched arrangement. This thermodynamic
advantage may however not be a dominant driving factor in light of
the fact that, unlike in solution, residues forming “aromatic cages” in
proteins are likely to be preassembled and optimally oriented.
Nevertheless, the fact that K+ andNH4

+ ions have different affinities
for stacked and sandwiched arrangements of aromatic residues can
possibly be exploited to design protein receptors selective to
potassium or ammonium that rely more on selectively accommo-
dating a partially hydrated ion than on providing a selective full
coordination environment.78

The parametrization procedure introduced in this work can be
readily applied to other aromatic moieties to provide a set of
polarizable models representing the various cation�π interac-
tions found in proteins. Such models can likely help to elucidate
the factors determining the abundances of the various cation�π
and cation�π2 conformations surveyed in the Protein Data
Bank79,80 and can be used to study biological systems in which
cation�π interactions play important roles.
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ABSTRACT:The next generation of force fields (FFs), regardless of the accuracy of the potential energy representation, will always
have parameters that must be fitted in order to reproduce experimental and/or ab initio data accurately. Single objective methods
have been used for many years to automate the obtaining of parameters, but this leads to ambiguity. The solution depends on the
chosen weights and is therefore not unique. There have been few advances in solving this problem, which thus remains a major
hurdle for the development of empirical FF methods. We propose a solution based on multi-objective evolutionary algorithms
(MOEAs). MOEAs allow the FF to be tuned against the desired objectives and offer a powerful, efficient, and automated means to
reparameterize FFs, or even discover the parameters for a new potential. Here, we illustrate the application of MOEAs by
reparameterizing the ligand field molecular mechanics (LFMM) FF recently reported for modeling spin crossover in iron-
(II)�amine complexes (Deeth et al. J. Am. Chem. Soc. 2010, 132, 6876). We quickly recover the performance of the original
parameter set and then significantly improve it to reproduce the geometries and spin state energy differences of an extended series of
complexes with RMSD errors in Fe�N and N�N distances reduced from 0.06 Å to 0.03 Å and spin state energy difference RMSDs
reduced from 1.5 kcal mol�1 to 0.2 kcal mol�1. The new parameter sets highlight, and help resolve, shortcomings both in the non-
LFMM FF parameters and in the interpretation of experimental data for several other Fe(II)N6 amine complexes not used in the
FF optimization.

’ INTRODUCTION

Molecular modeling and simulation are powerful tools for
probing many biological and chemical processes. Treating sys-
tems comprising many thousands or even millions of particles
has become more or less routine, yet despite the power of con-
temporary computers, simulations using quantum mechanical
(QM) methods (e.g., density functional theory (DFT)) remain
relatively scarce and restricted to picosecond time scales. Hence,
the development of quantitatively accurate empirical force fields
(FFs) is still a high priority.

Conventional molecular mechanics (MM) techniques have
been well developed for simulating systems that consist of many
light atoms.1�4 However, introducing heavy atoms, specifically
transition metals (TM), into simulations presents additional
complications due to their “electronic activity”. TMs typically
have partially filled d orbitals and support a variety of oxidation
states, either of which may significantly affect the stability and
structure of a given complex.

These issues, and how to deal with them within MM simula-
tions, including our own ligand fieldmolecular mechanics (LFMM)
approach,5 have been proposed and reviewed.6,7 This paper deals
with the even more fundamental issue of how to derive the FF
parameters in the first place.

As with all FF approaches, parametrization is critical but is
often considered more of a black art than a science.8�10 The
problem is exacerbated when introducing TMs into MM simu-
lations since the additional functions, and their attendant
parameters, required to describe the metal�ligand interactions
introduce additional complexity over “conventional” MM.11

Ideally, therefore, we seek automated processes that can find the
optimal LFMM parameters.

There are two problems in parameter fitting: the choice of the
training data and the fitting of the parameters to these training
data. Typically, most FFs are parametrized to fit ab initio or
experimental data. The exact nature of the fit depends upon the
objectives that must be minimized. Ideally, the FF should repro-
duce accurate relative conformational energies for the complexes,
as well as accurate forces and configurations (i.e., geometries) at
the minima. Most parametrization methods are automated and
focus on simultaneously optimizing a number of quantities (e.g.,
energies, forces, Hessian matrix elements, and configurations) by
minimizing a single penalty function, such as the sum of the least-
squares deviation.12�15 Other automated parametrization methods
have used gradients,11,12,16,17 neural networks,18�21 genetic programm-
ing,22 and genetic algorithms.8,23�27However, the approach used
by Mostaghim et al.23 is the only one to use a multi-objective
optimization algorithm (MOOA).28

MOOAs promise a step change in automatic parametrization
which could revolutionize the application of FF methods to in-
creasingly complex molecular and solid-state systems. This
work describes our implementation of a MOOA and its first
application within the LFMM framework. To illustrate the new
approach, we reanalyze the MMFF94/LFMM force field for d6

iron(II) amine spin complexes.29 Six-coordinate iron(II) com-
plexes support two spin states and, given the right ligand set,

Received: August 20, 2011
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display spin crossover (SCO) behavior. SCO represents both a
challenge for molecular modeling and a significant target for
functional materials which can be used as molecular switches.We
demonstrate that the MOOA approach rapidly recovers the
original parameter set and locates a number of improved sets
which are then applied to other Fe complexes. The improved
parameters reveal outlier complexes which contain structural
elements in the ligands which were not covered by the original
training systems. In particular, cage complexes possess six-
membered chelate rings which are forced by the ligand structure
to adopt boat conformations which differ for high spin and low
spin versions and requiremodification of some of the (non-LFMM)
torsional potentials. The MOOA can then be redeployed to
rapidly reoptimize the LFMM parameters and regenerate a
balanced FF.

’MULTI-OBJECTIVE OPTIMIZATION ALGORITHMS

Most optimization methods make use of gradient descent
algorithms where the aim is to find the parameters that corre-
spond to a minimum on an error surface. The error, or objective,
which is beingminimized, is often the sum of the weighted sum of
squared errors for a number of properties within the training set.
The weighting of the sum-of-squared errors is required for
two reasons. First, we can adjust the weights so that a particular
property within the training set is fitted more closely. But also the
weighting must be correctly allocated so that the influence of
different properties is a fair reflection of the different nature of the
errors (for example the difference between bond distance errors
and angle variations).

Weighting of each sum-of-property error leads to a penalty
function which can be minimized. However, the final set of
parameters is only valid for the weights that have been allocated
in the penalty function and is the only one found when in fact
there can be many parameter sets that are all valid solutions. In
order for there to be no ambiguity in the weights selected, prior
knowledge about the force field, and the influence of the weights
on the predictive power for each of the properties, is required.

The alternative to the single objective approach is to use
MOOAwhere a number of objectives is optimized at once. There
is no one solution that is optimal; rather there are a number of
solutions that are all optimal. With respect to the search space,
these solutions are better than all others when all objectives are
considered. Thus, this set of solutions is the Pareto-optimal set.30

As an example, we can consider the optimal design of a super-
computer that can perform many calculations but that must also
be energy efficient. These objectives are competing. The com-
puter can be more powerful, but in turn consume more power.
If it consumes less power, it may well not be as powerful a
computer. None of the Pareto-optimal solutions is superior to
any other, but they all are superior to the (nonoptimal) solutions.
MOOA allows for a search of the design space and can aid in the
design-making process.

Within MOOA approaches, genetic algorithms (GAs) are the
most popular, while Kriging has also been applied to theMOOAs.31

The use of GAs within MOOA gives us the term multi-objective
evolutionary algorithm (MOEA).30,32,33 The popularity of GAs
and other evolutionary algorithms (EAs) exists because they
process an entire population of solutions with each generation.
The EA can then be used to generate new populations of solu-
tions, while retaining strong parameters but promoting diversity.

In this way, an EA can discover many solutions that are members
of the Pareto-optimal set of solutions.

Within the field of chemistry, MOOAs and MOEAs have seen
some use, particularly with respect to drug discovery, as reviewed
by Nicolaou et al.28 Force field design has had only limited expo-
sure to these new techniques.23,34

The main point of MOEAs is that the Pareto front of solutions
dominates all other solutions found with respect to all objectives.
Within the Pareto front set of solutions, each solution dominates
another solution in all objectives but one. This represents the fact
that there can be no improvement in one objective without loss
of performance in another.

Within MOEA, we can be more precise. We wish to minimize
yB, the objective vector.

yB ¼ fBð xBÞ ¼ ðf1ð xBÞ, f2ð xBÞ, :::, fmð xBÞÞ ð1Þ
Here, the objective vector is a function of the decision vector
(parameters) xB = (x1,x2,...,xn)

T, and the decision vectors reside in
the parameter search space of S⊂Rn. The image (performance
in the objectives) of the decision vectors lies within the objective
space Z = ⊂ Rm. Thus, the elements of Z are the objective
vectors and are composed of the objective values, fB(xB) = (f1(xB),
f2(xB),...,fm(xB)).

23 Rm and Rn are m and n dimensional real
number spaces.

A decision vector (set of parameters), x1, dominates another
decision vector, x2, if x1 is not any worse than x2 in any objective
while still outperforming x2 in one objective.

If x1 is not worse than x2 in any of the objectives, though not
better than x2, then x1 and x2 are deemed equivalent. Solutions are
also equivalent if they are worse in one objective or more, while
being better in others.

If x1 is not dominated by any solution then it is deemed Pareto
Optimal. This means all members of the Pareto Optimal set are
better than each other only in one objective. Members of the
ParetoOptimal set in the decision space form the ParetoOptimal
Front in the image space.

In this paper, the aim is to identify the Pareto Optimal sets of
parameters for the LFMM force field, where we are trying to
optimize two objectives (an energy error and a distance error).

Finding these Pareto Optimal sets is necessary for further
generations of the EA. A GA takes a population of known
solutions and uses them to create a new population of solutions.
This is performed by the simple act of crossover and mutation of
the bit strings that represent the decision vector. Themembers of
the Pareto Optimal set can be used to guide the generation of
further solutions by maintaining the best strengths of previous
Pareto Optimal solutions. There are a number of MOEA
approaches, but here we make use of nondominated sorting
genetic algorithm II (NSGA-II).35

Ultimately, the use of MOOAs allows for an efficient explora-
tion of parameters, removing the need for the user to have in
depth prior knowledge about the target system or the potentials
used. Instead, the user is simply required to choose, from a
selection of Pareto Optimal solutions, the parameter set/s that
best serves their needs.

’METHOD

We follow the previous work of Deeth et al.29 on iron amine
complexes for the generation of the ab initio training data. All
DFT calculations use the Amsterdam Density Functional pro-
gram version 2008.01.36 As suggested by Swart,37 all calculations
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were performed using the OPBE functional, uncontracted triple-
ζ plus polarization STO basis sets (TZP). In addition, we employ
the conductor-like screening model (COSMO) to include the
influence of condensed-phase effects (ε = 78, probe radius =
1.9 Å).38 (Cartesian coordinates and ADF total binding energies
for all the iron amine complexes are given in Table S1 of the
Supporting Information.)

For our proof-of-principle test, we began with the original
training set29 (Figure 1). The data for this set include the opti-
mized structures and energies for the high spin (S = 2) and low
spin (S = 0) versions of four d6 Fe(II) complexes: [Fe(NH3)6]

2+

(FEAM6), [Fe(tachOH)2]
2+ (PURYIK, tachOH=1,3,5-triamino-

2,4,6-trihdyrocyclohexane39), [Fe([9]aneN3)2]
2+ (DETTOL,

[9]aneN3 = 1,4,7-triazacyclononane), and [Fe(diammac)]2+

(PAZXAP, diammac = exo-6,13-diamino-6,13,-dimehyl-1,4,8,11-
tetraazatetradecane). These complexes that span the SCO divide
have been previously studied with respect to the design of poten-
tial spin crossover and light induced excited spin state trapping
(LIESST) complexes.29 Optimization and testing of the new
force field parameters occurs within the DommiMOE40 program
as implemented in MOE 2010.41 The new routine, PROTEUS
(PaReto OpTimal EvolUtionary System), works with Dommi-
MOE and optimizes the LFMM parameters for the interactions
that the user has selected. We will now review the NSGA-II
algorithm and detail how it has been implemented for parameter
optimization.

In order to initiate parameter optimization, we first require a
set of parameters. This would normally be a user’s first best guess
which acts as the seed fromwhich PROTEUS explores parameter
space. For LFMM, we have a number of parameters to optimize
which must be varied to differing degrees. These arise from
the Morse function for M�L stretches, ligand�ligand repulsion
parameters which help define the angular geometry of the
complexes, and angular overlapmodel (AOM) parameters which
determine the d-orbital energies and thus the ligand field stabi-
lization energy (LFSE).40 Within the Morse functions, the ref-
erence distances, r0, are varied by up to 1.5 Å in either direction,
the dissociation energies,D, by up to 75% in either direction, and
the α coefficients by up to 75% in either direction. Within the
ligand�ligand repulsion terms, the ALL parameter changes by
up to 5%, while the power to which the term is raised is kept
constant. The AOM parameters, eaom, are derived from the
aaom,n, where aom refers to the symmetry of theM�L interaction

(i.e., σ or π) and n refers to the power to which the distance
between atoms is raised. In general, eaom = aaom,n/rM�L

n . The
aaom,n parameters were allowed to vary by up to 2000 units in
either direction. For example, for our systems, aσ6 starts at a value
of 41 300. This means we vary this parameter by only 0.5%. But
for the electron pairing energy parameters, the variation is much
larger due to the smaller magnitude of these parameters at the
start of training. These limits of variation can later be reduced
(or enlarged) to allow for a finer (or coarser) grade search of the
local parameter space, as and when required.

Using these limits of variation of the parameters, we generate
10N sets of parameters, whereN is the number of parameters that
are being optimized. Each parameter set is determined randomly
by generating a string of bits. Each bit is randomly determined
when the string is generated. This long string of bits can then be
sequentially broken up into N substrings, each of 30 bits. Later,
we increase the size of these substrings to allow for a fine grade
search of the local parameter space, since a longer substring
length allows for smaller variations in the parameters. These
substrings of bits are then decoded into real values that each lie
within the limits of variation allowed for each parameter. There-
fore, the initial bit string, known as a chromosome, consists of a
string of zeros and ones that isNM long, whereM is the length of
each individual substring, in our initial case, 30.

Once each chromosome has been generated, they are decoded
to give a new parameter set for which the fitness functions are
evaluated. The fitness functions we use are the RMSDs between
DFT and LFMM spin-state energy differences, and the RMSDs
for Fe�N and N�N distances. The aim is to minimize these
fitness functions.

When each parameter set has been used and the fitness
functions have been evaluated for each set, the population can
be sorted into Pareto fronts (following the rules outlined
earlier) and assigned a rank wherein a given solution dom-
inates all others of lower rank. The solutions are also assigned
a density which describes how dense the solutions are about a
particular solution. The density is the sum of distances in each
of the objectives between the two nearest solutions. Using
both the Pareto rank of a solution and the density, we can
create new sets of parameters.

A new parameter set is created by mating and mutation. For
mating, two different parameter set chromosomes are crossed
over at a randomly determined point along the chromosome.
This means that all bits beyond the selected chromosome now
are equal to those found in the other chromosome, and vice versa.
Once mating has happened, the two new children are mutated.
Each bit in each new chromosome may be randomly changed to
its opposite value.

Mating and mutation does not occur for every member of the
original parent population. Instead, parents are selected on the
basis of their Pareto rank and the density of solutions about
them. For a new population of Q solutions, Q parents must
be selected, as each pair of parents generates two children
solutions. The parents are selected by tournament. For each
parent chosen, two are randomly selected from the entire popu-
lation. The rank is compared, and we retain the potential parent
with the lowest rank. If the ranks are the same, then the parent
with the lowest density is chosen. This method ensures elitism—
i.e., the best parents should give rise to the best children—and
diversity—i.e., it ensures that the parents are not too similar,
which would give rise to children that do not adequately explore
the parameter space.

Figure 1. Schematic structures and numbering schemes for complexes
used in initial LFMM FF optimization.
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Once all of the new solutions, the children, have been created,
we have doubled the population of solutions. The children are
then used, and their fitness is assessed. The entire population of
both parent and children solutions is then Pareto ranked and the
density for each solution found. A new population is then made
that has as many members as the initial population. The popu-
lation members are chosen first in order of rank. If the next set of
members for the next rank is too many, such that the new popu-
lation would be too large, then the members of that rank with the
lowest density are selected. It is this final new population of the
strongest parent and children solutions that becomes the parents
to the next set of solutions. And so, the process of mating, muta-
tion, and selection is repeated for a number of generations.

The Pareto front of the final generation of solutions is a set of
equally valid solutions that can be used in simulations. Ulti-
mately, it is up to the user to choose which parameter set to use,
their choice being guided by the requirements of the problem. So
if the aim of the parametrization is to provide excellent structures,
while energies are not as important, then solutions can be chosen
that have lower structural errors while having higher energy
errors compared to other solutions.

Rather than simply run a single training session for a large
number of generations, we will be training the parameters pro-
gressively. Since we have elected that the parameters can only
vary by a predefined amount during each training run, there is a
limit to how much we can improve the parameters, and subse-
quently their performance. However, by using a member of the
final generation Pareto front as the new origin for a new search,
we can progressively move through the full parameter space,
while exploring and optimizing parameters within a smaller
region at each step. There is no predetermined number of gene-
rations for which a training session should be run. In general, the
more parameters being trained, the larger the population of test
sets, the longer it takes to converge on the Pareto front. Of
course, it is inefficient to run a training session for more gen-
erations than is required. So, as a rule, the number of generations
required for convergence has to be chosen by the user, on the
basis of what they have already learnt about training the para-
meters beforehand. Equally, the larger the bit string used for the
substrings, the longer it takes to explore parameter space and so
converge. However, a fine grade search can then be performed.
The same is true if the window of the parameter space search is

increased. Thus, all of these modifications have to be considered
when determining the number of generations used.

’RESULTS

Many transition metal centers can support more than one spin
state. The most common examples are six-coordinate complexes
of metal ions with formal d configurations spanning d4 through to
d7 which generally display one of two magnetic states: high spin
(HS), with the maximum number of unpaired electrons—4, 5, 4,
and 3, respectively—or low spin (LS) with fewer unpaired
electrons—2, 1, 0, and 1, respectively.

Under favorable circumstances, the HS and LS states may lie
very close in energy such that an external influence, such as heat,
pressure or light, causes the spin state to change. This so-called
spin crossover (SCO) behavior confers a bistability which can
potentially be exploited in the field of molecular electronics, data
storage, and display devices.42

The best known SCO complexes are d6 Fe(II) systems.43

Fe(II) complexes can display thermal SCO where the LS 1A1g

state is favored at low temperature but theHS 5T2g state becomes
favored at higher temperatures due to its greater entropy. Alter-
natively, some complexes can be excited from their ground state
to an excited metastable state of different spin (so-called light
induced excited spin state trapping or LIESST). The excited
state can be stable indefinitely provided the temperature is
kept low enough to prevent the thermal relaxation back to the
ground state.

The spin state is determined by the balance between the d�d
interelectron repulsion and the ligand field stabilization energy
(LFSE). The LFSE favors low spin; interelectron repulsion
favors high spin. The latter is more or less constant for a partic-
ular metal ion, so the main variable that we can tune with the
ligands isΔoct. Nitrogen donor ligands have the right ligand field
strength with the first identified spin crossover system being
[Fe(phen)2(NCE)2] (E = S, Se).44�46

The complexes shown in Figure 1 span the thermal spin cross-
over divide, with FEAM6 and PURYIK being HS in the solid
state while DETTOL and PAZXAP are low spin. Using this
data set, a force field was constructed, largely manually, which
captured the spin state energetics as computed by DFT.29 This
FF was then used to design new complexes with small predicted

Figure 2. Left: The initial population of solutions (crosses) generated from the starting parameters (red dot on left-hand plot) is refined in round 1 of
optimization to a Pareto front from which a point is selected (green triangle, the other points are not shown) to initiate round 2 of optimization: fifth
generation (orange squares), 10th generation (blue diamonds), 20th generation (pink triangles), and 50th generation (purple dots). Right: Expanded
view of the round 2 Pareto front solutions including the Set0 solution (black dot) from the previous study of Deeth et al.29).
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spin state energy differences which could potentially display SCO
behavior.

In the present work, the parameters are (re)optimized with
respect to minimizing two objective functions—the root-mean-
squared deviation (RMSD) in DFT versus LFMM spin state
energy differences (kcal mol�1), and the RMSD between the
DFT and LFMM Fe�N and N�N distances (Å).

Our first test is to determine whether the new parametrization
method can recover the existing parameter set, Set0. Starting with
the Morse function parameters—the dissociation energy, D, the
reference metal�ligand distance, r0, and the curvature parameter,
α—we significantly changed the Set0 values from 58.3 kcal/mol,
2.15 Å, and 1.318 to 108.3 kcal/mol, 3.15 Å, and 2.10, respec-
tively, to provide a poor starting guess (red dot in Figure 2).

In round 1 of optimization, an initial population of parameter
sets is generated which conforms to the variation limits described
above, and their performance is evaluated. They are then pro-
gressively refined over 50 generations to give a Pareto front of
solutions, one of whichwas selected (the green triangle in Figure 2)
to initiate round 2 of optimization. Thus, we shift the window of
parameter space to allow for a progressivemovement from a poor
region of parameter space to a better one. We now reduce the
allowed amount of variation such that the Morse functions ref-
erence distances, r0, are varied by up to 0.5 Å in either direction.
The dissociation energies, D, of the functions are varied by up to
25% in either direction, while the α coefficients are varied by up
to 25% in either direction. After a further 50 generations, we
arrive at a new Pareto front of solutions. Table 1 compares spin
state energy differences, ΔE = ELS� EHS from DFT (column 2)
with the previously reported LFMM parameters (Set0) and
the fourth set from round 2 (R2S4). The latter has very similar
RMSDs to Set0, demonstrating that the automated MOEA pro-
cedure can quickly recover a good solution even when the opti-
mization is started from a poor initial guess.

Table 2 compares the parameter sets we have discovered to
the original parameters. The performance of the new parameters
is as good as Set0 (a more detailed comparison of the structural
features is provided in the Supporting Information, Tables S2�S6);
we would ideally prefer to have energy errors, on average, of less
than a 1 kcal mol�1. However, we find that further training using
this new starting point does not lead to much further im-
provement. This is not surprising as this is simply the limit of
performance that can be obtained varying just the Morse
potential parameters.

We now apply the parameters to other iron amine complexes
such as the cage species in Figure 3 (FE399), which is reported to
undergo a spin transition in CD3CN solution.47

However, the R2S4 parameter set (and indeed Set0) predicts
that FE399 should be strongly high spin. In contrast, DFT
suggests that FE399 should be low spin by 1.6 kcal mol�1 and
is thus consistent with potential SCO behavior. Compared to
DFT, to which the LFMMparameters were tuned, the current set
gives a massive energy error of nearly 14 kcal mol�1. The impli-
cation is that some feature or features of FE399 are not properly
covered by the systems in the training set. Consequently, we
added FE399 to the original Set0 training set and attempted to
reoptimize the LFMM parameters.

The large initial error for FE399 leads to a large RMSD energy
error for the whole set of 6.3 kcal mol�1, but the geometrical
error for FE399 is tiny. In round 3 of retraining, only the Morse
function parameters were considered, but no appreciable im-
provement was observed (Table 3, R3S4). Extending the param-
eters which were varied to include ligand�ligand repulsion gave a
significant improvement (Table 3, R4S3), and although the
qualitative prediction for FE399 is incorrect, the DFT and
LFMM ΔE values agree to within 3 kcal mol�1.

We have shown that the training method can incorporate new
information with little effort, and a force field can be retrained to

Table 1. Comparison of the DFT and LFMM Predicted Spin
Crossover Energies ΔE (kcal mol�1) Using the Previous
LFMMParameters (Set0)

29 and Parameter Sets Discovered in
the Second Round of Training Round of Parameter
Searchinga

system ΔE(DFT) ΔE(Set0) ΔE(R2S4)

FEAM6 6.7 4.71 4.89

PURYIK 1.6 1.99 2.20

DETTOL �1.5 0.56 0.44

PAZXAP �14.4 �13.97 �15.15

RMSD 1.46 1.41

MUE 1.22 1.28
aRoot mean square deviations (RMSDs) and the mean unsigned errors
(MUEs) are included in italics.

Table 2. Comparison of the Parameter Set Values from the
First Run of Parameterization and the Original Parameters,
Set0

parameter set De/kcal mol�1 r0/Å α/Å�1

Set0 58.3 2.15 1.318

R2S4 143.8 2.15 0.828

Figure 3. Structural representations of FE399.

Table 3. Comparison of the DFT and LFMM Predicted Spin
State Energy Differences, Using the Original LFMM Para-
meters, Set0, and Parameters Sets Obtained from Rounds 3, 4,
and 5 of Optimization

system DFT Set0
a R3S4a R4S3b R5S7b

FEAM6 6.7 4.7 3.3 4.7 6.3

PURYIK 1.6 1.4 �0.2 1.8 1.8

DETTOL �1.5 �0.5 �2.9 �0.4 �1.4

PAZXAP �14.4 �16.0 �18.8 �16.3 �14.5

FE399 �1.6 12.2 9.8 1.4 �1.4

RMSD 6.3 5.8 1.9 0.2

MUE 3.7 4.5 1.6 0.2
a Force field with original Fe�N�C�C torsion term. b Force field with
modified Fe�N�C�C torsion.
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give acceptable errors. However, we were puzzled by the observa-
tion of virtually perfect agreement between the LFMM and DFT
HS and LS structures of FE399 while theΔE error was relatively
large. The Pareto front of round 4 (Figure 4) suggests a limit-
ing RMSD error inΔE of around 2 kcal mol�1. Even if we allow
for all of the LFMM parameters to be altered, we are unable
to improve much further. This suggests that there may be a problem
not with the LFMM parameters but with the MMFF94 force field.
It turns out that FE399 exposes an issue with the Fe�N�
C�C torsion term.

The structure of the cage ligand creates two sets of six-
membered chelate rings at the top and bottom of the complex
connected by five-membered rings in the middle. Five-mem-
bered chelates are relatively straightforward since there are only
two possibilities, δ and λ (Figure 5, left), and their torsion angles
do not vary much as the metal and/or bite angle varies. In con-
trast, the torsion angles around six-membered rings vary drama-
tically with conformation.

While there are many examples of LFMM applications to both
five- and six-membered chelates, FE399 possesses two unusual
features. First, the six-membered rings are all obliged to adopt a
boat conformation, and second, this conformation is affected by
the spin state. In HS, the boat is rather twisted (the Fe�N�
C�C torsion angle, τboat, is ∼29�), but the stronger ligand field
for LS forces a near-perfect boat conformation with τboat equal
to∼4� (Figure 6). Thus, whereas in other complexes, the HS/LS
conformations are similar and any error arising from nonideal
torsional parameters cancels out, FE399 specifically highlights
any shortcomings in dealing with the chair/boat conformational

energy difference. Thus, our usual approach of taking a generic
“reference” *�N�C�* torsional term (* represents any atom
type) to describe the Fe�N�C�C torsion is found wanting.

By default, MOE assigns cos 2τ and cos 3τ terms for the
Fe�N�C�C torsion which were satisfactory in the previous
study but, for FE399, lead to a LS energy about 14 kcal mol�1 too
high. We can lower the LS energy by modifying the Fe�N�
C�C torsional term. By adding a cos 4τ termwith a suitable force
constant, the energy difference between τ = 30� and τ = 0� was
reduced by about 0.5 kcal mol�1 (See Figure S1, Supporting
Information). Given that there are six FeN2C3 chelate rings in
FE399, this has the required effect of reducing the LS energy by
the necessary amount. However, this is at the expense of a
reduction in the trigonal twist of the HS complex. Of course, as
per our standard procedures, the N�Fe�N�C torsional poten-
tial has zero force constants since in octahedral complexes, trans
nitrogen donors with a bond angle of 180� would result in an
undefined τ. This is not a problem for five-membered chelates,
but we have already seen its effect for six-membered rings in
[Cu(pn)2]

2+ where the experimental conformation is much
closer to sofa while the default MOE parameters yield a much
more chairlike geometry48 (Figure 7). This was remedied by
adding explicit torsional restraints to help flatten out the pn ring.
The same could have been done here except that the cage ligand
constrains the rings already, plus the Fe�N�C�C torsion
would need to be refined again, which seems unnecessary.

With the addition of the modified torsion term and subse-
quent retraining, we are able to improve the fit. In round 5, only
the Morse function parameters were included, while in round 6,
all LFMMparameters were reoptimized, but this did not improve

Figure 4. Final Pareto front solution from round 4 training using
the extended database including FE399 but the original MMFF94
parameters.

Figure 5. Conformations of five- and six-membered chelate rings.

Figure 6. Detail showing the change in six-membered ring conforma-
tions going from high spin (left) to low spin (right). Nonpolar hydro-
gens omitted for clarity. Structures are DFT-optimized geometries.

Figure 7. Calculated structure (red) of [Cu(pn)2]
2+ without torsional

constraints compared to the experimental geometry (green) from ref 48.
Hydrogen atoms have been removed for clarity.
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the round 5 solutions. The final round 5 Pareto front solution
is shown in Figure 8. The geometrical objective is confined to
a narrow range of ∼0.001 Å, while the energy objective varies
by ∼1 kcal mol�1. The ΔE values for the R5S7 set are shown in
Table 3.

Figure 9 compares the spin state energy differences for all
five complexes (Figure 1 and FE399) for three scenarios: R3S5
excludes FE399 from training. R4S3 includes FE399 but retains
the originalMMFF94 Fe�N�C�C torsion term. R5S7 includes
FE399 and the modified Fe�N�C�C torsion term. The latter
shows that virtually perfect agreement between DFT and LFMM
can be obtained using the MOEA method with the Pearson R2

value for R5S7 of 0.9989.
Table 4 compares the LFMM parameter values for a selection

of comparable round 5 solutions with the original Set0. They are
all broadly similar, although the MOEA sets tend to have smaller
dissociation energy values and a lower Morse curvature. The a5
term for the spin-pairing energy is also more negative.

Introducing the torsion term modification to the MMFF94
force field has had an influence on the Morse potential form,
while having little effect on the ligand�ligand repulsion term,
ALL, and AOMparameters, eσ and eds. What is clear fromTables 4
and 2 is that we require more data for training of the parameters,
in particular for simultaneous fitting of D and α. The force
constant that characterizes the Morse function is proportional
to Dα2. This means that for all of our parameter sets, these two

parameters can freely vary so long as this force constant remains
the same, i.e., providing Dα2 ∼ 60.

Having developed an extremely accurate LFMM FF for the
training set, an obvious test is to use it to model iron amine com-
plexes which were not used in any training. Three examples were
chosen—[Fe(en)3]

2+ (FEEN3, en = ethylenediamine), [Fe(1,4,7-
tris(2-aminophenyl)-1,4,7-triazacyclononane]2+ (LOTSES), and
[Fe(1,4,7,10,13,16-hexaazacyclooctadecane)]2+ (CYCLEN6;
Figure 10).

The calculated spin-state energy differences are collected in
Table 5. While both theoretical methods predict that all three
complexes should have high spin ground states and the detailed
agreement between DFT and LFMM is satisfactory for FEEN3
and LOTSES, LFMM gives a much larger error for CYCLEN6.
This correlates with the local structure around the metal center.
The FeN6 core of CYCLEN6 has the greatest deviation from
octahedral symmetry, and thus the complexes used in training
were not “diverse” enough to cope. This example highlights the
issue of how best to choose the training data.We could include all
possible systems in the training set which would give a good force
field but would rapidly become unwieldy. A better solution is
to develop a method which can automatically select from all
possible training systems the “best”—i.e., most diverse—subset
which will deliver the most accurate parameters most efficiently.
This will be the subject of our next publication.

Figure 8. Pareto front from round 5 of optimization.

Figure 9. LFMM and DFT spin state energy difference for different
parametrization scenarios: R3S4 excludes FE399 from training. R4S3
includes FE399 but retains the original MMFF94 Fe�N�C�C tors-
ion term. R5S7 includes FE399 and the modified Fe�N�C�C
torsion term.

Table 4. Comparison of the LFMM Parameters from the
Final Pareto Front Where All Parameters Are Being Varied

parameter R5S7 R5S1 R5S14 Set0

r0/Å 2.186 2.190 2.191 2.15

D/kcal mol�1 47.8 56.0 55.1 58.3

α 1.126 1.027 1.026 1.318

ALL/kcal mol�1 Å�6 3916 3741 3735 3935

eσ/cm
�1 Å�5 412808 412566 413129 413000

eds/cm
�1 Å�6 125765 126125 126248 126030

a0(pair)/kcal mol�1 14.3 14.5 14.5 14.5

a5(pair)/kcal mol�1 Å�5 �55.5 �54.5 �55.7 �44

energy error RMSD 0.233 0.627 1.088 6.288

Figure 10. Structural diagrams of additional Fe(II) amine complexes.

Table 5. Calculated Spin State Energy Difference
(kcal mol�1) for Complexes in Figure 10

complex ΔE(DFT) ΔE(LFMM)a ΔΔE

FEEN3 4.7 7.0 +2.3

LOTSES 3.2 2.8 �0.4

CYCLEN6 7.2 14.7 +7.5
aR5S7 parameter set.
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Meanwhile, we return to the systems in Figure 10 and com-
pare the calculated results to experimental results. FEEN3 is
straightforward and is reported to be a high spin complex in
agreement with theory. However, for LOTSES, the single crystal
X-ray diffraction structure is reported to have mean Fe�N dis-
tances of 2.10 Å and to be “predominantly low spin”, the latter
based on EPR and magnetometry measurements. It is difficult to
reconcile the observed bond lengths with a low-spin state where
distances closer to 2 Å are expected and, indeed, calculated by
DFT and LFMM. Unfortunately, no details of the magnetometry
experiments are provided, but we speculate that a more consis-
tent explanation of the experimental data is that LOTSES dis-
plays a spin equilibrium in the solid state with an approximately
50/50 mix of HS and LS at room temperature. Further experi-
mental studies could help resolve this issue.

Finally, CYCLEN6 is reported to have a temperature-depen-
dent effective magnetic moment which has been interpreted as
due to “a reversible intramolecular electron transfer”49 between
an intermediate spin (S = 1) Fe(II) species and a high spin
Fe(III)�radical anion species, which becomes increasingly im-
portant as the temperature rises above 130 K. Calculations do not
support this interpretation. DFT optimization of the intermedi-
ate spin (IS) state, starting from crystallographic coordinates,
gives a Jahn�Teller compressed structure some 15.8 kcal mol�1

above the ground HS state and 8.4 kcal mol�1 above the LS state.
While there are no doubt other possible conformations, it does
not seem likely that the IS could ever become the ground state.
A more plausible explanation is that the materials are not pure
Fe(II) complexes. Indeed, LOTSES is also reported to have a
Fe(III) impurity of ∼5%. Generating well-defined Fe(II) com-
plexes free from paramagnetic impurities is clearly experimentally
challenging.

’CONCLUSIONS

We have shown that MOEAs are capable of fitting the LFMM
parameters to reproduce DFT data to high accuracy with mini-
mal energy and geometrical errors, despite starting from a param-
eter set which is a relatively poor guess. RMSD energy errors are
reduced to just 0.2 kcal/mol with a geometrical RMSD error of
0.026 Å. Both objectives are significantly improved in a modest
time (R1 training took 1 h for 30 generations, R5 took 5 h for
50 generations on a 64 bit 3 Ghz Intel Core 2 Duo laptop).

Minimizing one objective is in competition with the minimiz-
ing of the other objective.Minimizing both is ambiguous by tradi-
tional single objective methods, such as least-squares minimiza-
tion, since a single parameter set is found, but this parameter set is
in fact one of many, which are all equally valid and minimize the
weighted sum of all errors.

MOEAs allow us to consider the payoff of optimizing one
objective over another and to discover many different parameter
sets which all minimize each of the objectives. The final selection
of parameter sets which solve this problem is referred to as the
Pareto front. All members of the Pareto front are no better than
any of the other members of the Pareto front. For each pair of
Pareto front solutions, both solutions will outperform the other
for at least one objective. This is representative of there being no
improvement in an objective without a loss of performance in
another objective.

Using an implementation of MOEAs, the NSGA-II algorithm,
we have not only been able to show that the method is able
to recover parameters comparable to those found previously by

more laborious means but have also shown that the method is
able to improve substantially upon these parameters, reducing
energy errors by 75% and geometry errors by 90%. Furthermore,
the method was used to reparameterize the LFMM force field
with respect to an expanded set of complexes, highlighting the
use of this tool to easily and iteratively improve and reparame-
terize a force field as more and more training data become avai-
lable. Most importantly, this method can allow totally new force
field parameters to be discovered for systems that have never
been simulated before (this being a common occurrence within
LFMM) and removes this tedious and time-consuming job from
the user. However, it must be remembered that this method does
not overcome inherent limitations of a force field, such as missing
interaction potentials, and a user is still required to recognize this
need and appropriately modify the force field. A user is also
required to recognize when particular parameters do not play a
role in improving the objectives and so direct the trainingmethod
so that it may be more efficient. In terms of effort, it can now take
just a few hours to reparameterize a force field, using a modest
computer where only a handful of parameters are being altered.
For larger problems, it only takes a couple of days, thus allowing
new potentials to be parametrized rapidly.

In summary, we have shown, using Fe�amine complexes,
that MOEAs are capable and efficient machine learning
methods that can parametrize force fields as well as, if not
better than, a person can do manually, or by single objective
methods. They are also able, unlike traditional single objective
training methods, to provide a number of possible solutions,
from which the user can choose the most suitable, based upon
their desired performance.
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ABSTRACT:The excited states of the trans(Cl)-Ru(bpy)Cl2(CO)2 (bpy = bypyridyl) transition-metal (TM) complex are assessed
using the newly developed second-order perturbation theory restricted active space (RASPT2/RASSCF) method. The delicate
problem of partitioning the RAS subspaces (RAS1, RAS2, and RAS3) is addressed, being the choice of the RAS2 the bottleneck to
obtain a balanced description of the excited states of different nature when TMs are present. We find that the RAS2 should be
composed by the correlation orbitals involved in covalent metal�ligand bonds. The level of excitations within the RAS1 and RAS3
subspaces is also examined. The performance of different flavors of time-dependent density functional theory including pure, hybrid,
meta-hybrid, and range-separated functionals in the presence of solvent effects is also evaluated. It is found that none of the
functionals can optimally describe all the excited states simultaneously. However, the hybrid M06, B3LYP, and PBE0 functionals
seem to be the best compromise to obtain a balanced description of the excited states of trans(Cl)-Ru(bpy)Cl2(CO)2, when
comparing with the experimental spectrum. The conclusions obtained in this molecule should pave the road to properly treat excited
states of larger Ru�polypyridyl complexes, which are of particular interest in supramolecular chemistry.

1. INTRODUCTION

Ru(II) polypyridyl complexes and related compounds are
promising candidates as light-harvesting antennas in hot re-
search areas, such as artificial photosynthesis,1 light-driven ca-
talysis (i.e., sunlight driven splitting of water),2 or dye-sensitized
solar cells (DSSCs),3 due to a combination of optimal chemical,
electrochemical, and photophysical properties. The identifica-
tion and characterization of the lowest-lying excited states are
therefore a challenging task of paramount importance to guide
the design of molecular functional materials. To get an insight
into the photophysical properties of these complexes, the use of
accurate ab initio multiconfiguration methods, as for example,
the well-established second-order perturbation theory complete
active space4 (CASPT2/CASSCF) protocol, is highly desirable.
Due to the extensive size of such transition-metal (TM) com-
plexes and the need of large active spaces able to handle all the
static correlation, such calculations are yet pretty much at the
limit of the current computational resources and not very much
extended.5 To our knowledge, there are only a few examples of
CASPT2/CASSCF studies on TM�polypyridyl complexes, e.g.,
on [Fe(bpy)3]

2+ 6 or [Re(bpy)(t-stpy)]+.7 Despite the consider-
able effort involved in these studies, they involve reduced CAS
reference wave functions with active spaces that might not be
extensive enough to account for all the desired correlation effects.
The restricted active space method (RASSCF)8 and its PT2
extension (RASPT2)9 are very appealing because they allow using
considerably larger active spaces than the CASPT2/CASSCF
protocol. However, due to the three different partitions of the
active space, a number of open questions can be raised regarding
its systematic use. In particular, it is not straightforward how the
active orbitals in the RAS subspaces should be best distributed or
at which level of excitation the results can be considered con-
verged. Recently, Gagliardi and co-workers have performed an
extensive number of RASPT2/RASSCF calculations mainly in

organic dyes,10,11 clearly illustrating that the selection of the
RAS spaces requires careful calibration. In the case of simple
oligomeric π-conjugated systems, the computationally cheapest
strategy is leaving the RAS2 empty while allowing for single,
double, triple, and quadruple (SDTQ) excitations within the RAS1
and RAS3 subspaces. This simple recipe allows for an accurate
description of ionization potentials and lowest-lying excited
states of many organic systems,10 but unfortunately it cannot
be extrapolated to more complicated systems, neither of or-
ganic character, like free base porphins,11 nor of inorganic nature,
like Cu(I)-α-ketocarboxylate complexes.12 From this perspec-
tive, there is an urge to calibrate the RASSCF approach in TM
complexes which otherwise are typically treated by means of
density functional theory (DFT) and its time-dependent version
(TD-DFT).13

The compromise between low computational cost and accu-
racy obtained with DFT is in general remarkable, and therefore a
huge number of ground-state studies for TM complexes are
found in the literature.14 The success of DFT describing ground-
state properties is however not comparable to the success of TD-
DFT for the study of excited states. TD-DFT is known to have
difficulties in describing Rydberg states, charge-transfer (CT)
excitations15 as well as doubly or highly excited states.16 Attempts
to improve the description of CT and Rydberg excitations, while
maintaining good quality for local excitations, has led to the
development of hybrid functionals with intermediate percentage
of exact exchange, such as PBE0,17 and range-separated hybrid
functionals, such as LC-ωPBE18 or CAM-B3LYP,19 which have
been shown to perform reasonably well describing CT of organic
dyes.20 CT events are common in TM spectroscopy; however,
more challenging is that the calculation of the UV�vis spectra of
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complex TM systems also requires the simultaneous balanced
description of additional intraligand (IL) and d�d transitions,
which are both local excitations. Despite these difficulties, TD-
DFT is indiscriminately employed due to its simplicity and
apparent black-box behavior, in particular for large systems such
as Ru(II) polypyridyl complexes,21 which are otherwise out of
reach from more accurate ab initio methods. Few examples are
found in the literature assessing the performance of TD-DFT on
TM complexes.22 However, to our knowledge, there is no evaluation
of the performance of hybrid vs range-separated functionals to
describe the excited states ofTM�polypyridyl and related complexes.

In this contribution we present a RASPT2/RASSCF study of
the electronically excited states of trans(Cl)-Ru(bpy)Cl2(CO)2
for which experimental data are available for comparison.23,24

This complex serves as an example of this general class of
systems. It displays different types of excited states and thus
represents a challenge for computational chemistry. Different
partition schemes of the RAS subspaces (RAS1, RAS2 and
RAS3) as well as the level of excitations in the RAS1 and RAS3
subspaces are evaluated. The conclusions reached with this
molecular system will provide hints about how to study similar
TM compounds, therefore, extending the possibilities of
RASPT2/RASSCF to larger TM�polypyridyl complexes. Addi-
tionally, and based on the experimental results, the performance
of TD-DFT using different functionals in solution is analyzed.
Particularly, the behavior of several hybrid, meta-hybrid, pure,
and long-range corrected functionals in describing the different
types of excitations present in TM complexes is examined and
discussed. The conclusions should help to make an adequate
choice of the functional when studying very large TM�polypyr-
idyl complexes that cannot be treated within the RASPT2/
RASSCF protocol.

2. COMPUTATIONAL DETAILS

The trans(Cl)-Ru(bpy)Cl2(CO)2 complex 1 (see Figure 1)
was optimized in its electronic ground state under the C2v

symmetry constraint at the B3LYP/6�31G* level of theory.
Relativistic effects in the Ru atom were considered using the
ECP-28-mwb pseudopotential.25 The complex has been char-
acterized as a true minimum by calculating the Hessian at the
same level of theory.

Single point CASPT2/CASSCF and RASPT2/RASSCF cal-
culations were performed on the C2v geometry. These calcula-
tions were done with the ANO-rcc-VTZP basis set.26 Scalar
relativistic effects were considered using a standard second-order
Douglas�Kroll�Hess (DKH)Hamiltonian.27 Cholesky decom-
position of the electron repulsion integral matrix28 was used, then
reducing the computational times and the disk storage needs. In
the CAS calculations, the traditional notation is used, namely
CAS(n,j), where n is the number of electrons included in the

active space and j is the number of active orbitals. In the RAS
calculations, the RAS(n,l,m;i,j,k) notation is employed, where n is
the number of active electrons, l the maximum of holes in the
RAS1, m the maximum of electrons in RAS3, and i, j, and k the
number of orbitals in RAS1, RAS2, and RAS3, respectively.

The choice of the active orbitals for the CASSCF/RASSCF
calculations is made in terms of the standard rules for TM
compounds.29,30 Important correlation effects due to the cova-
lency of the Ru metal�ligand bonds via σ- and π-bonding
interactions are considered by including some relevant σ orbitals
involving the Ru atom and also the chlorine atoms (nCl�a1
orbital) or the bpy and the CO ligands (σCO‑bpy orbitals, in
Figure 2). Relevant π-bonding interactions are taken into
account by includingπ*CO orbitals and lone pairs of the chlorines
atoms (nCl�b1 orbital). In principle we follow the advice given
by Pierloot31 that all orbitals with an important contribution of d
character should be included in the active space. Since Ru is a 4d
atom, the “double-shell” effect is not as indispensable as for 3d
atoms; therefore, this external shell is not considered here for the
sake of computational saving. In some sense, these correlation
effects are partially recovered upon inclusion of other orbitals,
such as the π*CO orbitals, which possess some contribution of
5d character. The intershell effects, i.e., those due to semicore
electrons, are very important for the 4d and 5d series, and thus
they have been inherently considered by using the ANO-rcc basis
set that is optimized to include such correlation effects. Other
valence orbitals, such as the πCO orbitals and some πbpy/π*bpy
orbital pairs, are not included in our calculations since a full
valence electron treatment is out of reach for CASPT2 and even
for RASPT2 calculations in the complex 1. One strategy followed
here is to include many of the orbitals that in principle contribute
to static correlation but to a lesser extent, in the RAS1 and RAS3
subspaces, while RAS2 includes the indispensable orbitals in-
volved in the main excited states (low- and high-lying) of 1; these
are the five 4d orbitals and the πbpy/π*bpy orbitals. These orbitals
are involved in the main metal-centered (MC), metal-to-ligand
charge transfer (MLCT) and IL states of 1. An additional strategy
is to include the relevant orbitals involved in the main electronic
excitations within the RAS1/3 subspaces, while the correlation
orbitals, i.e., those participating in the covalency of the Ru
metal�ligand bonds via σ- and π-bonding interactions, will be
part of the RAS2 subspace, since the correlation orbitals are
essential to recover static correlation on the zeroth-order wave
function. All the relevant orbitals are depicted in Figure 2.

Specifically, the following subspaces were constructed:
(i) Small CAS active space. It is composed of the five 4d

orbitals of the Ru atom and a balanced set of four frontier
πbpy/π*bpy pair of orbitals, see Figure 2. This active space
is used in the CASSCF(14,13) calculations.

(ii) Inclusion of correlation effects to the small CAS active
space. A relevant nCl orbital with important σ character,
involving lone pairs of the chlorine and the Ru center
(see nCl�a1 in Figure 2) as well as two π*CO orbitals
(π*CO�b1 and π*CO�a2) are included in the active
space through the RAS1 and RAS3 subspaces. Such
selection was made in terms of the higher metal d con-
tributions of such orbitals. Additionally, a pair of πbpy/
π*bpy orbitals (namely theπbpy�2a2/π*bpy�2a2 orbitals,
see Figure 2) is shifted to the RAS1 and RAS3 sub-
spaces, respectively, because the corresponding occupa-
tion numbers were higher/lower than 1.95/0.05. This
active space is used in the RASSCF(16,2,2;2,11,3),

Figure 1. Chemical structure of trans(Cl)-Ru(bpy)Cl2(CO)2, complex 1.
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RASSCF(16,3,3;2,11,3), and RASSCF(16,3,4;2,11,3)
calculations. For comparison, a calculation where the
RAS2 subspace is empty and all the active orbitals are
assigned to the RAS1 and RAS3 subspaces is also per-
formed, RASSCF(16,4,4;8,0,8). For the same reason as
before, an additional pair of πbpy/π*bpy orbitals (namely
the pair πbpy�1b1/π*bpy�1a2) was moved into the
RAS1/3 subspaces, leading to the RASSCF(16,2,2;3,9,4)
calculation.

(iii) Additional correlation effects: Based on the RAS-
(16,2,2;3,9,4) active space, additional correlation orbi-
tals were considered. Again, such selection was done
paying attention to the metal d contribution of the
included orbitals: In the RAS1 an additional nCl orbital
(nCl�b1) and two σCO‑bpy orbitals (σCO‑bpy�a1 and
σCO‑bpy�b2) were included, and the two remaining
π*CO orbitals (π*CO�a1 andπ*CO�b2) were put in the
RAS3 (see Figure 2). In these calculations the two
πbpy/π*bpy orbital pairs, πbpy�2a2/π*bpy�2a2 and
πbpy�1b1/π*bpy�1a2, were maintained in the RAS1/
3 subspaces because they do not play a role in the low-
and high-lying excited states. This partition leads to a
RASSCF(22,2,2;6,9,6) calculation.

(iv) σ�π correlation effects in RAS2: Based on the assump-
tion that correlation orbitals should be included in the
RAS2 subspace, this subspace is composed by the nCl
orbital (nCl�b1), two σCO‑bpy orbitals (σCO‑bpy�a1 and

σCO‑bpy�b2) and three π*CO orbitals (π*CO�b1,
π*CO�a2, andπ*CO�a1). Since the occupied a1 orbitals
were partially mixed among them, also the 4dxy�a1
orbital was included into the RAS2. The rest of 4d
orbitals and only the relevant πbpy/π*bpy orbital pairs,
namely πbpy�2b1/πbpy�1a2 and π*bpy�1b1/π*bpy�2b1,
were included in the RAS1 and RAS3 subspaces, allowing
up to SDT excitations. This partition leads to a RASSCF-
(16,3,3;4,7,4) calculations.

The CASSCF/RASSCF calculations presented herein are
done as state average (SA-CASSCF/RASSCF) with equal
weights. The subsequent CASPT2 calculations are reported as
single-state (SS-) andmultistate (MS-CASPT2).32 The RASPT2
results are only reported in the MS fashion. The number of roots
employed in each irreducible representation is specified in the
corresponding table caption. Oscillator strengths were calculated
at both the SA-CASSCF, MS-CASPT2, and MS-RASPT2 levels
of theory through the RAS state interaction method.33 The core
shell orbitals were kept frozen in the CASPT2 calculations
in order to avoid BSSE errors. In all our CASPT2/RASPT2
calculations, an ionization potential electron affinity (IPEA) shift
(default value of 0.25 au) for the zeroth-order Hamiltonian was
employed.34 Additionally, an extra level shift35 of 0.3 au was used
to prevent weakly coupling intruder states interference, mainly
with the high-lying states. Similar values of ca. 0.25 au have been
used elsewhere to compute excited states of TM complexes.9

The spin�orbit (SO) UV�vis spectra have been also computed

Figure 2. CASSCF and RASSCF active spaces employed.
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with the CAS(14,13) wave function. The SO couplings have
been evaluated with the SO-RASSI approach36 (further details
can be found in the Supporting Information).

The TD-DFT calculations were performed at the C2v geome-
try with a 6-311G* basis set (ECP-28-mwb pseudopotential for
Ru). The different functionals employed are: (i) several hybrid
functionals with an increasing amount of exact exchange in the
following order: B3LYP37 (20% of exact exchange), PBE017

(25%), and B3LYP-3538 (35%); (ii) the meta-hybrid M0639 and
M06-2X39 functionals (with 27% and 54% of exact exchange,
respectively); (iii) the pure functional PBE;40 and (iv) the long-
range corrected CAM-B3LYP and LC-ωPBE functionals. Addi-
tionally, TD-DFT calculations were also performed in solution
using CH3CN as solvent with the polarization continuummodel,41

i.e., PCM-TD-DFT calculations, with the same basis set.
The ground-state optimization and TD-DFT calculations

have been performed with the Gaussian0942 program package,
while CASSCF/CASPT2 and RASSCF/RASPT2 calculations
have been performed with the MOLCAS7.243 software.

3. RESULTS AND DISCUSSION

First of all, we report here the experimental values known for
the complex 1. The UV�vis spectrum recorded in CH3CN is
characterized by a small band peaking at 352 nm or 3.52 eV
(3.62 eV in CH2Cl2) showing an intensity of 1550M

�1cm�1 and
by a higher broader band centered at ca. 300 nm or 4.14 eV, with
a higher relative intensity of 14 100 M�1cm�1.23,24 The peaks of
this main band with their associated intensities are the following:
3.96 eV (14 100 M�1cm�1), 4.13 eV (11 300 M�1cm�1), and
4.34 (10 000 M�1cm�1) Taking these values as a reference,
hereafter we shall discuss the values obtained theoretically with
the methods described above.
3.1. CASPT2/CASSCF Calculations. Table 1 shows the

CASPT2/CASSCF(14,13) results for the excited states of
complex 1. The CASSCF(14,13) calculations indicate that the

low-lying singlet electronic excitations are mainly weakly absorb-
ing 1MC states of different symmetries, see S1�S5 and S7 states at
the CASSCF level of theory. We note that among them there are
states of A2 symmetry that, although strictly forbidden by sym-
metry, might be populated, e.g., in the course of photochemical
deactivation channels. The 1MLCT and 1IL states showing sub-
stantial oscillator strengths are the S8, S9, S10, and S11 states at the
CASSCF level of theory. The 1MLCT states consist of transitions
from the 4d orbitals of the Ru atom to the π*bpy orbitals. The

1IL
states are transitions within the πbpy/π*bpy orbitals, and thus
excitations retain certain local character. To describe them all
simultaneously at the CASSCF level of theory, we need to com-
pute at least six states of B2 symmetry and 3/3/2 states of A1/B1/
A2 symmetry, respectively. The chosen number of states cor-
responds to the minimum amount of roots necessary to describe
the spectrum below ca. 5 eV in a balance manner, taking into
account that some spectroscopic states do not appear as low-
energy roots at the CASSCF level of theory and that the final states
involved in these transitions have mixed character (see, e.g., S8 and
S11 in Table 1). Table 1 also contains the SS-CASPT2 and MS-
CASPT2 values. Similar energies are obtained with both proce-
dures, being the roots of the B2 irreducible representation the ones
most affected by the MS procedure, due to the larger mixing
present at the SA-CASSCF level of theory. The inclusion of
dynamical correlation via CASPT2 leads to a large stabilization
of some 1MLCT and 1IL states and thus to state reordering. As a
consequence, the S9 state (3

1A1) at the CASSCF level of theory,
for example, becomes the first excited state with MS-CASPT2 (or
SS-CASPT2). On the contrary, dynamical correlation does not
severely affect the relative energies of the 1MC states, which
remain almost unaffected (e.g., S2 and S4) or are slightly blue/red-
shifted (S1 and S3, respectively). Returning our attention to the
31A1 state, this is predicted at 3.35 eV at CASPT2 level of theory
and hence in reasonable agreement with the weak band peaking
experimentally at ca. 3.52 eV. Note that this state is the lowest
at CASPT2 level of theory, while it was the S9 with CASSCF.

Table 1. Relative SA-CASSCF(14,13) and SS- andMS-CASPT2(14,13) as well as SO-MS-CASPT2(14,13) Electronic Transitions
Energies, ΔE (in eV), with Oscillator Strengths f, and Main Assignment for Complex 1a

SA-CASSCF(14,13)b SS-CASPT2 (14,13) MS-CASPT2(14,13)c SO-MS-CASPT2(14,13)c

state assignment/weight (c2) f ΔE (eV) ΔE (eV) ΔE (eV)/c2 fd ΔE (eV) f

S0 (1
1A1)

1GS/0.86 0.0 0.0/0.86 0.0

S1 (1
1A2)

1MC (4dyz�a2f4dz2�a1)/0.71 0.000 3.15 3.76 3.76/0.72 0.000 (0.000) 3.78 0.000

S2 (1
1B1)

1MC (4dxz�b1f4dz2�a1)/0.79 0.009 3.59 3.49 3.49/0.77 0.009 (0.007) 3.52 0.009

S3 (2
1B1)

1MC (4dyz�a2f4dx2‑y2�b2)/0.78 0.006 4.77 4.19 4.19/0.76 0.004 (0.004) 4.23 0.003

S4 (2
1A2)

1MC (4dxz�b1f4dx2�y2�b2)/0.75 0.000 4.82 4.81 4.82/0.77 0.000 (0.000) 4.82 0.000

S5 (2
1A1)

1MC (4dxy�a1f4dz2-a1)/0.84 0.007 5.13 5.57 5.57/0.85 0.006 (0.007) 5.59 0.006

S6 (1
1B2)

1MLCT (4dyz�a2fπ*bpy�2b1)/0.76 0.000 5.19 3.81 3.73/0.74 0.000 (0.000) 3.74 0.000

S7 (2
1B2)

1MC (4dxy�a1f4dx2�y2�b2)/0.82 0.001 5.32 5.49 5.55/0.62 0.070 (0.018) 5.57 0.068

S8 (3
1B2)

1IL (πbpy�1a2fπ*bpy�1b1)/0.28 0.195 5.44 5.40 5.49/0.30 0.049 (-)e 5.51 0.051
1IL (πbpy�1a2fπ* bpy�2b1)/0.22

S9 (3
1A1)

1MLCT (4dxz�b1fπ*bpy�2b1)/0.85 0.045 5.61 3.35 3.35/0.85 0.025 (0.059) 3.36 0.025

S10(4
1B2)

1MLCT (4dyz�a2fπ*bpy�1b1)/0.69 0.162 6.34 4.74 4.75/0.60 0.199 (0.012) 4.77 0.198

S11(5
1B2)

1IL (πbpy�1a2fπ* bpy�2b1)/0.52 0.405 6.64 4.65 4.49/0.40 0.306 (0.309) 4.50 0.306
aThe square of the configuration interaction coefficient, c2, indicates the weight in the wave function of the leading CSF obtained by the indicated
electron replacement. b SA-(3,3,2,6)-CASSCF(14,13) calculations for A1, B1, A2, and B2 symmetries, respectively. c SO-MS/MS-(3,3,2,6)-CASPT2-
(14,13) calculations for A1, B1, A2, and B2 symmetries, respectively. d In parenthesis, oscillator strengths obtained with MS-RASPT2(16,2,2;3,9,4).
eThis state was not computed at the MS-RASPT2(16,2,2;3,9,4) level of theory.
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This demonstrates the importance of dynamical correlation on
the different type of states, as explained above. For simplicity, and
although the order of states is altered in many cases with the
addition of the PT2 correction, in the following discussionwe keep
the state numbers as provided by the CASSCFmethod. In view of
the high oscillator strengths obtained with CASSCF for the S11
(51B2) and S10 (4

1B2) states, theoretically predicted at 4.49 and
4.75 eV at theMS-CASPT2 level of theory, these states can be then
considered responsible of the strong band peaking at 3.96 and
4.13�4.34 eV. These states are ca. 0.5 eV blue shifted with respect
to the experiment, but one should keep in mind that the experi-
mental data are obtained in the presence of solvent, not included in
the present calculations.
Regarding the intensities of the calculated states, as it can be

seen in Table 1, all the 1MC states as well as the S6 (
1MLCT)

state are almost dark at both the CASSCF and CASPT2 levels of
theory. The intensities of the bright S11 and S10 states are
consistent at both the CASSCF and CASPT2 levels of theory.
Accordingly, the oscillator strength of the 1IL (S11) state is higher
than the one of the 1MLCT (41B2) state. This is in agreement
with the experimental evidence, since higher intensities are
obtained for the band at 3.96 than for the one peaking at ca.
4.13�4.34 eV.
The previous analysis serves to focus on some relevant states

(the 41B2 and 31A1 MLCT states, the 51B2 IL state, and ex-
emplarily one MC state (11B1)) for which the CASPT2/
CASSCF results will be compared with different TD-DFT and
RASPT2/RASSCF protocols in the coming subsections. How-
ever, before proceeding to discuss such calculations, we have
considered of interest to analyze the SO effects on the spectro-
scopic properties of complex 1. The SO-MS-CASPT2(14,13)
values are also tabulated in Table 1 and illustrate that energetic
shifts are present in all the low-lying excited states of complex 1.
The biggest shift is found in the case of the 21B1 state (1MC
state), amounting up to 0.04 eV as compared to the spin-freeMS-
CASPT2(14,13) value. The resulting SO state is mixed with a
close-lying triplet excited state (the spin-free contributions of the
resultant SO state are 72% of 21B1 and 25% of 23A2; the lowest
lying triplet excited states are summarized in Table S1 of the
Supporting Information). Such strong mixing is expected in
states with participation of the ruthenium center, such as the

1MC states. The SO shifts obtained here are comparable to those
obtained in other TM complexes, e.g., Os complexes.44 In
summary, the SO effects modify the spectroscopic properties
of complex 1 but not significantly. SO effects are on the other
hand indispensable to the interpretation of many other photo-
physical phenomena, such as intersystem crossing (ISC) rates.
We note that very large SO couplings (ca. 280 cm�1) are found
between the 31A1 and T1 (1

3A2) states, which lie almost degen-
erate in energy favoring the ISC.
3.2. TD-DFT Calculations.The results obtained with different

functionals for the excited states specified above are collected in
Table 2. The values including CH3CN are given in italics. The
1MC state (11B1 state, following the CASSCF label of Table 1) is
predicted within all the employed functionals in a range of ca.
0.4 eV, being rather immune to solvent effects. It has been previously
seen that TD-DFT can succeed to describe d�d transitions of
closed-shell TM carbonyl complexes,45 such as Cr(CO)6.

46 On
the other hand, as pointed by Neese and co-workers, TD-DFT
has drawbacks when describing d�d transitions in problematic
configurations like d5 situations; for example, errors exceeding
0.6 eV were found in the TD-DFT energies of the [Ni(H2O)6]

2+

complex (d8 configuration) with the B3LYP functional.16 TD-
B3LYP was even not capable to reproduce the correct number of
d�d excitations in this complex because some of them contained
substantial double excitation character that TD-DFT cannot
handle within the constraint of the adiabatic approximation.
In our closed-shell complex 1, meta-hybrids (namely the M06
and M06-2X) tend to slightly underestimate the d�d transi-
tion energy, especially M06, which yields the highest deviation
(ca. 0.3�0.4 eV) in comparison to the rest of TD-DFT values and
the MS-CASPT2(14,13) results. The range-separated functionals
yield the larger values for the 1MC state, especially the LC-ωPBE
functional which predicts 3.50 eV in good agreement with the
CASPT2 value. Both hybrid and pure functionals predict the
energy of the 11B1 state in a small range. We note that the larger
the percentage of exact HF-exchange is contained in the hybrid
functionals, the higher are the excitation energies corresponding
to the d�d transition; thus, B3LYP-35 (35% of exact exchange),
PBE0 (25%), and B3LYP (20%) yield values of 3.34, 3.31, and
3.25 eV, in the gas phase, respectively. From all these values, we
conclude that overall a reasonable description of the 1MC states

Table 2. Selected TD-DFT Electronic Transitions Energies,ΔE (in eV), with Oscillator Strengths f against Experimental Valuesa

meta-hybrid functionals (% HF

exchange)

range-sepatated

functionals hybrid functionals (% HF exchange)

pure

functionals

M06 (27%) M06-2X (54%)

CAM-

B3LYP LC-ωPBE

B3LYP-35

(35%)

PBE0

(25%)

B3LYP

(20%) PBE exptl

state ΔE f ΔE f ΔE f ΔE f ΔE f ΔE f ΔE f ΔE f ΔE

11B1 (
1MC) 2.99 0.001 3.06 0.003 3.39 0.003 3.50 0.003 3.34 0.003 3.31 0.002 3.25 0.001 3.09 0.002

3.00 0.002 3.02 0.003 3.38 0.004 3.46 0.004 3.33 0.004 3.34 0.004 3.30 0.003 3.19 0.003

31A1 (
1MLCT) 2.48 0.011 3.64 0.009 3.43 0.014 4.19 0.022 3.10 0.010 2.60 0.010 2.41 0.009 1.56 0.008 3.52b

3.47 0.023 4.55 0.019 4.41 0.031 5.05 0.047 4.03 0.021 3.51 0.019 3.42 0.019 2.50 0.016 3.62c

51B2 (
1IL) 4.29 0.142 4.76 0.246 4.67 0.258 4.82 0.289 4.56 0.304 4.44 0.199 4.29 0.064 4.02 0.064

3.96b
4.18 0.315 4.63 0.358 4.53 0.386 4.64 0.353 4.42 0.392 4.32 0.280 4.21 0.247 3.94 0.287

41B2 (
1MLCT) 3.35 0.002 4.66 0.067 4.51 0.016 5.65 0.014 4.08 0.001 3.49 0.002 3.25 0.001 2.19 0.002 4.13�4.34b

4.42 0.071 5.77 0.022 5.71 0.034 6.68 0.139 5.01 0.029 4.49 0.107 4.36 0.123 3.21 0.002
aNumbers in italics are calculated in solution (CH3CN) with the PCM model. b In CH3CN, from ref 23. c In CH2Cl2, from ref 24.
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can be obtained for complex 1 with TD-DFT, and therefore we
expect a similar success for 1MC states in other related closed-
shell Ru(II) polypyridyl complexes.
Regarding the 1MLCT states of complex 1, namely the 31A1

and 41B2 states, one can clearly see at first sight the failure of
some functionals behavior, which is well-known in CT states of
organic dyes.47 These states are specially subject of changing in
the presence of a polar solvent. Indeed, both 1MLCT states are
blue shifted by ca. 1 eV as compared to the gas phase values. It is
worth noting that this effect manifests regardless the employed
functional. Therefore, only the PCM-TD-DFT data will be
compared with the experiment. The pure PBE functional leads
to underestimations exceeding 1 eV for both 1MLCT states. An
adequate description of 1MLCT states relies heavily on the
choice of the functional. Conventional hybrid functionals have
a clear tendency to increase the excitation energy of the 1MLCT
states with increasing exact exchange. For instance, we see that
the 31A1 state is predicted at 3.42, 3.51, and 4.03 eV with B3LYP,
PBE0, and B3LYP-35, respectively. These excitation energies are
in good agreement with the experimental evidence, especially the
B3LYP and PBE0 values. The best result for the 1MLCT states is
obtained with the functional bearing an intermediate amount of
exact exchange, i.e., PBE0, which delivers a deviation from the
experiment of only 0.01 eV for the 31A1 state. Indeed,

1MLCT
states have been found to be best described with this functional
for similar Ru complexes.48 The trend of larger errors with
increasing amount of exact exchange is also observed in the
meta-hybrid functional M06 and M06-2X. The 31A1 state is best
described with the M06 functional (27% of exact exchange)
which delivers a value of 3.47 eV (error 0.05 eV). The recently
developed range-separated functionals employed here perform
differently for describing the 1MLCT states of complex 1. LC-
ωPBE hugely overestimates the excitation energies of the
1MLCT states (e.g., the 41B2 state is overestimated by more
than 2 eV). Interestingly, we note that CAM-B3LYP performs
worse than the hybrid functionals B3LYP-35, PBE0, B3LYP, and
M06. The 31A1 state is theoretically predicted at 4.41 eV, and
hence the error with respect to the experiment amounts almost to
1 eV. The 41B2 state is also overerestimated by 1 eV (see
Table 2). This evidence is contrary to the good performance
of CAM-B3LYP in the treatment of CT states of organic dyes.49

But indeed, the agreement of CAM-B3LYP to describe MLCT
states of other TM complexes21d,50 is not better. In any case, it is
fair noting that the errors coming from different sources, as e.g.,
the selection of the exchange�correlation functional or the
solvation method, might cancel among them leading to incon-
clusive results. We are confident, nevertheless, that the PCM
method, despite its limitations, performs well in this complex.
The energies of the 1IL state are not as strongly dependent on

the functional as the 1MLCT states, yielding values in the gas
phase for the 31B2 state that range from 4.82 eV with the LC-
ωPBE functional to 4.02 eV with the pure PBE functional. We
note that, oppositely to the 1MLCT states, inclusion of solvent
effects within the limits of the PCM model leads only to red
shifts of ca. 0.1 eV (in all the functionals, see Table 2). Among
the hybrid functionals, the excitation energies are lower the
smaller the amount of HF exchange, as it happened with the
1MC and 1MLCT states. Interestingly, and in concordance with
the 1MLCT states, the agreement with the experiment is
obtained with PBE, B3LYP, M06, or PBE0 (with errors for all
the functionals well below 0.30 eV), rather than with functionals
containing high percentage of exact exchange (as B3LYP-35 or
M06-2X) or the range-separated functional CAM-B3LYP, even
though the errors for the latter functional are in the acceptable
range of accuracy of TD-DFT (ca. 0.57 eV). A similar behavior has
been also observed for conjugated organic compounds, where
the small maximum average errors in the description of local ππ*
excitations are obtained with the PBE0 functional.20

Since the PCM-TD-DFT values look trustworthy, as long as a
proper functional is chosen, we assign the UV�vis spectra of
complex 1 in the following way: The weak band peaking at ca.
3.52 eV is due to the 31A1

1MLCT state. The strong band peaking
at 3.96 and 4.13�4.34 eV, with absorption intensities of 14 100
and 11 300�10 000 M�1cm�1, respectively, can be attributed to
the 51B2 (

1IL) and the 41B2 (
1MLCT) states, respectively. Such

assignment is done in view of the energetic order the last two
states, which is reproduced with most of the TD-DFT flavors (in
the presence of solvent) and the MS-CASPT2(14,13) calcula-
tions. The oscillator strengths of both states are also in accor-
dance to this assignment. Thus, the 1IL state possesses higher
oscillator strength than the 1MLCT state, in accordance to the
experimental absorption intensities.

Figure 3. (a) PCM-TD-DFT errors (eV) in the electronic excitation energies of complex 1 for different types of excited states. (b) PCM-TD-DFT
vertical excitation energies versus percentage of HF exchange of the density functionals for different types of excited states.
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A comment on the performance of the different TD-DFT
flavors to predict oscillator strengths is in order here. As expected
and in agreement with the experiment, the intensity of the 1MC
state is very low, no matter which functional is used or whether
solvation is included. Noteworthy, the oscillator strengths of the
1MLCT states computed in the gas phase are underestimated
with all the functionals in comparison to the PCM-TD-DFT
values; very likely, this error is connected to the underestimation
of the excitation energies, among other effects. The least robust
excitation is the one corresponding to the intense 1IL state,
whose results are dependent on the functional employed. In gas
phase, PBE and B3LYP predict oscillator strengths thrice smaller
than the rest of functionals. The reason behind this fact might be
the mixing of the intense 1IL state with an nπ* excitation, as
reflected on the wave function coefficients. See, for example, that
theππ*/nπ* excitation wave function coefficients in the 1IL state
with the B3LYP functional are 0.52/0.46, respectively, while with
the PBE0 functional, such values are 0.65/0.20, respectively. A
more uniform picture is obtained by comparing the PCM-TD-
DFT oscillator strengths since all the functionals predict similar
values for the 1IL state.
In summary it can be seen that the different functionals ex-

amined here show a different performance on the calculations
of the low-lying excited states of complex 1. Figure 3a displays the
errors in the energy of the PCM-TD-DFT values of the 1IL and
the 1MLCT states, taking as a reference the experimental values.
A direct comparison between the oscillator strengths and the
absorption intensities is not possible since some of the
experimental bands overlap. Additionally, Figure 3b shows
the excitation energies for relevant 1MLCT and 1IL states as a
function of the percentage of HF exchange of the employed
pure and hybrid/meta-hybrid functionals. There it can be
clearly seen that higher energies are obtained with higher
percentages of HF exchange, being the effect more pronounced
for the MLCT states. Similar trends have been observed for
other Ru complexes.48 As discussed before, acute problems are
found in the description of 1MLCT states. These are only
accurately calculated by hybrid functionals with intermediate
percentages of exact exchange; the functionals M06, PBE0, and
B3LYP, in this order, give the best accuracy when solvent effects

are considered. These three functionals plus the pure functional
PBE seem to be the only ones which are able to get a reasonable
value of the local 1IL excitation of 1. Based on these results,
the best balanced description of all kind of excited states of
Ru(II)�polypyridyl complexes can be best obtained with M06
in first place and B3LYP and PBE0 in second and third places,
respectively, even though slight underestimations of the d�d
transition are found for the M06 functionals. The inclusion of
solvent effects is mandatory, especially for the 1MLCT states.
Indeed, this combination (an hybrid functional with intermedi-
ate amount of exact exchange and the consideration of solvent
effects via the PCMmethod) has been successfully used in other
Ru(II) polypyridyl complexes.21b,c In this sense, it is surprising
that the CAM-B3LYP functional, designed a priori to deal with
CT states does not improve the conventional hybrid functionals
when describing both the 1MLCT and 1IL states. Very likely,
the bad performance of CAM-B3LYP for describing 1MLCT states
is due to the short distance between the donor and acceptor
moieties. In contrast to these conclusions, the pure PBE functional
(also in combination with solvent effects) has been found to
outperform the B3LYP functional in the description of the excited
states of Fe(phen)2(CN)2.

51 The reason behind the good perfor-
mance of the pure functional PBE in this particular situation is
probably the mixing of the d-based orbitals with the ligand-based
orbitals, leading to an overlap of the orbitals involved in the state and
hence to a loose CT character of these states. Another possible
explanation might be cancellation effects, as we stated above.
Whether this situation takes place in others TM complexes needs
to be evaluated for each particular case.
3.3. RASPT2/RASSCF Calculations. The energies and oscil-

lator strengths obtained with the different RASPT2/RASSCF
protocols are compiled in Table 3. The computational strategies
that we will discuss below have been chosen following two
intentions: The first is to improve the quality of the previous
CASPT2/CASSCF using an affordable configuration space. The
second is to find general hints about how to face the treatment of
excited states of related TM complexes at the RASPT2/RASSCF
level of theory.
As a first step with respect the CAS(14,13) calculations, we

include the nCl�a1 orbital and two π*CO orbitals (π*CO�b1 and

Table 3. Relative RASSCF(n,l,m;i,j,k) and RASPT2(n,l,m;i,j,k) Electronic Transitions Energies, ΔE (in eV), of the Main
Electronic Excitations of Complex 1, at Different Levels of Theory, Compared to the SA-CASSCF and MS-CASPT2 and Available
Experimental Data

a SA-(3,3,4)-RASSCF(n,l,m;i,j,k) calculations for A1, B1, and B2 symmetries, respectively. bMS-(3,3,4)-RASPT2(n,l,m;i,j,k) calculations for A1, B1, and
B2 symmetries, respectively.

c SA-(3,3,5)-RASSCF(n,l,m;i,j,k) calculations for A1, B1, and B2 symmetries, respectively. dMS-(3,3,5)-RASPT2(n,l,m;i,j,k)
calculations for A1, B1, and B2 symmetries, respectively. e In CH3CN, from ref 23. f In CH2Cl2, from ref 24. gThese states are strongly mixed at the
MS(4)-RASPT2(22,2,2;6,9,6) level of theory.
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π*CO�a2) in the active space. The simplest approach is to
distribute all the orbitals within RAS1 and RAS3 subspaces and
leave the RAS2 empty while allowing SDTQ excitations within
the RAS1/RAS3 subspaces. This is denoted as RASSCF-
(16,4,4;8,0,8). As it can be seen in Table 3, the number of CSFs
is heavily reduced in comparison to the CASSCF(14,13) calcula-
tions, by almost a factor of 3. Unfortunately, while cheap and
easy, this procedure leads to poor results for both the low- and
high-lying excited states. The 31A1 state, calculated at 3.35 eV
with CASPT2(14,13), is now predicted at 4.32 eV with RASPT2-
(16,4,4;8,0,8) and hence deviating 1 eV from the CASPT2 value.
The RASPT2(16,4,4;8,0,8) relative energies of the high-lying
51B2 and 4

1B2 bright states are only about 0.3�0.2 eV different
from the CASPT2(14,13) values but with shifts in different
directions. An important difference between bothmethodologies
is that, as a consequence of this reverse shift, the 1MLCT (41B2)
state is below the 1IL state (51B2) at the RASPT2(16,4,4;8,0,8)
level of theory. The latter result is suspicious in view of the
previous CASPT2 and TD-DFT results. In principle, the solvent
effects could reverse the order of the states, since the 1MLCT
state is more sensible than the 1IL state to solvatochromic effects,
as reflected with the PCM-TD-DFT calculations. Unfortunately,
RASPT2 calculations in the presence of solvent effects are
difficult and computationally too demanding to be investigated,
so that no further conclusions can be reached. We note however
that leaving the RAS2 empty has also given poor results in
describing the singlet�triplet splitting of copper complexes.12

Even though this strategy had resulted useful in describing
ionization and low-lying excited states of simple systems, such
as organic π conjugated compounds,10 the results obtained in
this work also seem to confirm that in TM complexes better
results are obtained if the RAS2 subspace is not empty.
Therefore, in the following we focus on finding the optimal

composition of the RAS2 subspace, which, as we will show, is
indeed the crucial step to obtain a balanced and accurate
description of the relevant excited states of 1. Moving the nCl�a1,
the πbpy�2a2/π*bpy�2a2 pair and the two π*CO orbitals to the
RAS1/RAS3 subspaces leads to the RASSCF(16,l,m;2,11,3)
calculations, which will allow up to D, T, or Q excitations, de-
pending on the l and m indexes. As we see in Table 3, the
introduction of these orbitals and therefore further correlation in
the zeroth-order wave function implies a slightly better descrip-
tion of some states. Exemplarily, the 31A1 states goes from 5.61 eV
at CASSCF(14,13) to 5.18 eV at RASSCF(16,2,2;2,11,3) level.
The perturbative treatment leads to very similar results: the
31A1 state is predicted at 3.36 eV with RASPT2(16,2,2;2,11,3)
level of theory, and the 51B2 and 41B2 states are now located at
4.83 and 4.58 eV, respectively. The results seem to be hardly
improved with respect to the CASPT2(14,13) results, since the
transition responsible for the lowest energy band is located at the
same position and the error with respect to the peaks higher in
energy (51B2 and 41B2) is now ca. 0.9 and 0.4 eV, respectively
(obviating several effects, e.g., solvatochromic effects) at the
RASPT2(16,2,2;2,11,3) level of theory. An improvement of
these results can be attempted following two strategies: either
increasing the allowed excitations within the RAS1/3 subspaces
or changing the current RAS partition.
First, we shall discuss the former strategy. Allowing up to

triple excitations is labeled by RASSCF(16,3,3;2,11,3), while
up to triples�quadruples (l = 3 and m = 4) is denoted by
RASSCF(16,3,4;2,11,3). As it can be seen, the number of CSFs
for such approaches is over 5 and 7 million, respectively, on the

limit of computational feasibility. Disappointingly, as it can be
seen in Table 3, the relative energies of all the states show
negligible changes regardless the level of excitation, at both
RASSCF and RASPT2 levels of theory. These calculations do
highlight that an enormous number of CSFs does not guarantee
the quality of the results. If the orbitals composing RAS2 subpace
are not properly selected to achieve a reasonable reference
space, then perturbation theory will not be able to get accurate
results.
Therefore, we turn our attention to redefine the RAS partition.

An additional pair of πbpy/π*bpy orbitals (πbpy�1b1/π*bpy�1a2)
with high and low occupation numbers, respectively, is moved
from the RAS2 to the RAS1/3 subspaces. This strategy has the
additional advantage that, in principle, it allows to include
additional orbitals in the RAS1/3 subspaces because now the
number of CSFs is considerably reduced. Allowing SD excita-
tions is labeled as RASSCF(16,2,2;3,9,4) calculations. As it can
be seen in Table 3, the number of CSF’s is reduced by a factor of
10 in comparison to the RASSCF(16,2,2;2,11,3) calculations.
Very interestingly, we note that the results obtained with the
economic RASPT2(16,2,2;3,9,4) level of theory seem to bemore
balanced than the previous ones. The low-lying 31A1 state is now
predicted at 3.92 eV. If we consider the solvatochromic blue shift
calculated with the PCM-TD-DFT model, this state deviates
even more from the experiment than the previous RASPT2
schemes. On the other hand, we believe that the 51B2 and 41B2
states, located now at 4.19 and 3.96 eV, are in closer agreement
with the experimental evidence. Thus, the 1IL state is only
accurately described within this latter procedure (recall that
solvatochromic effects are not so important for this state, as
reflected by the PCM-TD-DFT calculations). Additionally, the
41B2

1MLCT state is also better predicted at this level of theory in
comparison to the previous RASPT2 results, assuming also a
solvatochromic blue shift. The 1MC (11B1) state seems to be
rather immune to electronic correlation, and it is located at
3.23 eV, a very similar value as that obtained with the other RAS
calculations. We note that the maximum deviations in the case
of the 1MC state, among the different RASPT2 calculations,
amount only to ca. 0.3 eV. This is due to the immunity of these
states to static correlation effects. Indeed, deviations in the same
order of eV have been reported analogously for different
CASPT2 calculations in other TM complexes.30 The RASPT2-
(16,2,2;3,9,4) oscillator strengths at this level of theory are
reported in parenthesis in Table 1. In most of the cases, the
oscillator strengths are in agreement with the MS-CASPT2-
(14,13) ones. The main discrepancy is found in the S10 (4

1B2)
state, where RASPT2(16,2,2;3,9,4) predicts more than 1 order
of magnitude smaller oscillator strength. Since the gas phase
TD-DFT results also point to a weak 41B2 state, we are con-
fident that the RASPT2(16,2,2;3,9,4) oscillator strengths are
trustable.
Inclusion of further correlation orbitals leads to the RASPT2/

RASSCF(22,2,2;6,9,6) calculations. With a few million of CSF’s,
these calculations are on the computational limit and would be
prohibitive at the CASPT2/CASSCF level of theory. They are
probably an illustration of the size of TM�polypyridyl com-
plexes that can be nowadays calculated at the RASPT2/RASSCF
level of theory. Moreover, and more interestingly, they allow
evaluating whether all the correlation orbitals are necessary to
get accurate results for complex 1. As it can be seen in Table 3,
the low-lying 31A1 state is slightly better described than at the
RASPT2(16,2,2;3,9,4) level of theory. The 1IL state is also
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accurately predicted at the RASPT2(22,2,2;6,9,6) level of theory,
and the 1MC (11B1) state seems to be (again) unaffected by
the inclusion of further correlation effects. On the other hand,
the 1MLCT (4 1B2) state is blue shifted as compared to the
RASPT2(16,2,2;3,9,4) calculations, exhibiting similar values to
the rest of CASPT2 and RASPT2 values. We note however that
at this level of theory, the intense 1IL (51B2) and the 1MLCT
(41B2) states are strongly mixed. For example, the wave function
coefficients of the configuration state function obtained by the
4dyz�a2fπ*bpy�1b1/πbpy�1a2fπ* bpy�2b1 excitations are
0.38/0.38, in the case of the latter state. As a consequence of
this mixing (which we consider unlikely as compared to the rest
of CASPT2 and RASPT2 calculations performed), the oscillator
strengths computed at the alternative RASPT2(16,2,2;3,9,4)
level of theory can be considered more accurate. Probably, a
higher number of average states is necessary to describe cor-
rectly the B2 states with this active space, but due to the expensive
cost of these calculations, no further trials have been done.
Therefore, when going from the RASPT2(16,2,2;3,9,4) to the
RASPT2(22,2,2;6,9,6) calculations, almost no improvement in
the relative energies is achieved. The more economic RASPT2-
(16,2,2;3,9,4) partition is more valuable here, giving intensities in
closer agreement with the experiment and the PCM-TD-DFT
values.
In view of the rather poor improvement when going from the

RASPT2(16,2,2;3,9,4) to the RASPT2(22,2,2;6,9,6) calcula-
tions, we have again reformulated the partition of the RAS
subspaces so that σ�π correlation is primary described with
the RAS2. In the RASPT2/RASSCF(16,3,3;4,7,4) calculations,
the RAS2 subspace is then composed by the correlation orbitals,
and SDT excitations are allowed within the RAS1/3 orbitals.
Noteworthy, such calculations are more economic than the
RASSCF(16,2,2;3,9,4) ones, being the number of CSF’s only
twice that of the ones spanned by a (14,13) active space. As it can
be seen in Table 3, the RASPT2 (16,3,3;4,7,4) results are the
most accurate. The 1IL and 1MC are accurately described in
comparison to the experiment and the TD-DFT calculations
(recall that these states are rather immune to solvent effects at the
PCM-TD-DFT level of theory). The 1MLCT states are now
predicted at 3.34 (31A1) and 3.96 (4

1B2) eV, yielding the closest
results to the experiment among all the RASPT2 calculations
even after the expected blue shift due to the solvent.
Summarizing, it seems that the main bottleneck to obtain a

balanced description of the excited states of Ru(II) polypyridyl
complexes is the RAS2 partition. Our RASPT2 (16,3,3;4,7,4)
results indicate that to get spectroscopic accuracy, the correlation
orbitals should be included into the RAS2, while those orbitals
participating into the main excitations should be included into
the RAS1/3. In contrast to these conclusions, Sauri and co-
workers have reported that for the excited states of a free-base
porphin, the highest accuracy is obtained when the MOs in-
volved in the main excitations are included in the RAS2
subspace.11 This advice can also be followed in TM complexes,
as long as it is computationally feasible. In cases where this is not
the case (which unfortunately can be many), our computations
conclusively demonstrate that correlation orbitals involved in
covalent metal�ligand bonds should be the ones first included
into the RAS2. In the title molecule, this strategy, leading to the
partition RASPT2 (16,3,3;4,7,4), also pays off in comparison
with CASPT2(14,13), especially in the calculation of high-lying
excited states, such as the 41B2 state. There is an evident
improvement in the description of the latter state achieved due

to the proper treatment of the very important static correlation
effects related to covalent metal�ligand bonds; and most
importantly, at almost no further computational expense. We
truly believe that these strategies will open the study of other
larger 4d, and even 5d, TM complexes with strong covalent
metal�ligand bonds using the RASPT2 method. In complexes,
such as [Ru(bpy)3]

2+, many MLCT, IL, and ligand-to-ligand CT
transitions are found in the low-energy region as a consequence
of the many low-lying π/π* orbitals located on the ligands.
Following our recipe, these ligand orbitals could be better
allocated into the RAS1/3, leaving the RAS2 free for relevant
correlation orbitals involved in covalent metal�ligand bonds.
Only in this way these complexes, otherwise unreachable for
CASPT2, might be faced with RASPT2.

4. CONCLUDING REMARKS

TM complexes are prototypes of systems where transitions
of very different character, i.e., IL, MC, MLCT, and LMCT
states, can be found. This makes them specially complicated to
handle computationally so that balanced results can be obtained
for all the excited states simultaneously. As an example of such
a situation, we have calculated the excited states of the trans-
(Cl)-Ru(bpy)Cl2(CO)2 complex with CASPT2/CASSCF and
RASPT2/RASSCF protocols, allowing different partitions of
the active space and different excitation levels. As found in the
case of someorganic and inorganic systems,11 in order to get accurate
results, the inclusion of correlation orbitals in the active space is im-
portant, however, much more significant seems to be the choice
of the partition of the RAS subspaces, especially the RAS2. From
the results obtained here, we conclude that at least for this type of
Ru complexes, the RAS2 subspace should not be empty, but it
must contain the correlation orbitals involved in the covalency of
the metal�ligand bonds and only those. The orbitals involved
in the main electronic excitations should be better allocated to
the RAS1 and RAS3 subspaces. Once an optimal partition is
achieved, SDT excitations within the RAS1/3 subspaces are
sufficient to handle the additional dynamical correlation and
thus obtain the right order of the states with accurate energies
and intensities. These hints should be transferable to compute
excited states of analogue complexes with strong covalent
metal�ligand bonds, like the [Ru(bpy)3]

2+ complex, at the
RASPT2/RASSCF level of theory. Needless to say, additional
molecules should be studied before universal trends can
be drawn.

The performance of several TD-DFT flavors is herein also
assessed. Desirable is a general method which allows describing
the different transitions contributing to the UV�vis spectrum.
Solvent effects are found to be mandatory to obtain spectro-
scopic accuracy, especially in the case of MLCT states. We find
that while MC transitions are rather robust to any of the
functionals tested, MLCT states are only well described with
functionals bearing intermediate amounts of exact exchange,
such as M06, PBE0, and B3LYP, in combination with solvent
effects. IL states are also best described with these functionals.
In view of these conclusions, here we find that the best com-
promise to treat all the excited states of Ru(II)�polypyridyl
complexes in a balanced manner is first M06, and then the
B3LYP and PBE0 functionals. Further benchmark studies are
required to establish general trends in TM spectroscopy.

This study clearly shows that the rationalization of theUV�vis
spectra of TM complexes exclusively based on the matching of
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experimental and theoretical TD-DFT bands might be danger-
ous without an initial exploration of the performance of different
hybrid or range-separated functionals because some 1MLCT
states might be theoretically underestimated (by more than 1 eV
in some cases) but match accidentally a different band of the
experimental spectrum.
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ABSTRACT:Nuclear resonance vibrational spectroscopy (NRVS) is a sensitive vibrational probe for biologically important heme
complexes. The exquisite sensitivity of the NRVS data to the electronic structure provides detailed insights into the nature of these
interesting compounds but requires highly accurate computational methods for the mode assignments. To determine the best
combinations of density functionals and basis sets, a series of benchmark DFT calculations on the previously characterized complex
[Fe(OEP)NO] (OEP2� = octaethylporphyrinatio dianion) was performed. A test set of 21 methodology combinations including
eight functionals (BP86, mPWPW91, B3LYP, PBE1PBE,M062X,M06L, LC-BP86, andωB97X-D) and five basis set (VTZ, TZVP,
and Lanl2DZ for iron and 6-31G* and 6-31+G* for other atoms) was carried out to calculate electronic structures and vibrational
frequencies. We also implemented the conversion of frequency calculations into orientation-selective mode composition factors
(e2), which can be used to simulate the vibrational density of states (VDOS) usingGaussian normal distribution functions. These use
a series of user-friendly scripts for their application to NRVS. The structures as well as the isotropic and anisotropic NRVS of
[Fe(OEP)NO] obtained with theM06L functional with a variety of basis sets are found to best reproduce the available experimental
data, followed by B3LYP/LanL2DZ calculations. Other density functionals and basis sets do not produce the same level of accuracy.
The noticeably worse agreement between theory and experiment for the out-of-plane NRVS compared with the excellent
performance of the M06L functional for the in-plane prediction is attributed to deficiencies of the physical model rather than the
computational methodology.

’ INTRODUCTION

Iron porphyrinates1 are among the most important biological
prosthetic groups and occur in many proteins and enzymes. A
pivotal property of iron porphyrinates is the strong attraction of
the central iron to axial ligands including histidine and diatomics
like O2 in hemoglobin (Hb) and myoglobin (Mb). The binding
and dissociation reactions of small ligands like O2 and NO in
heme proteins are important biological processes.2 In nature, NO
is discriminated from O2 quite efficiently, presumably due to
conformational changes in the protein imparted upon ligand
binding.3 Infrared and resonance Raman spectroscopy have
provided insights into the interplay of structure and function of
heme active sites.4 However, these techniques have some in-
herent limitations, especially in the low frequency regime where
mode assignment is hampered by weak signals, spectral conges-
tion, and low sensitivity to isotopic substitution.5 Nuclear
resonance vibrational spectroscopy6 (NRVS) provides much
higher selectivity because only the vibrational modes of the
probe nucleus (57Fe in the case of iron porphyrinates) contribute
to the observed signal. Moreover, the NRVS intensity is directly
related to the magnitude and direction of the motion; hence the
method has a unique quantitative component in the measured
vibrational spectrum. This method has been applied to heme
enzymes, nitrogenase, and model complexes.7 However, the
spectral crowding in the NRVS response region makes the
spectra hard to identify for several vibrational modes, even for
some very significant modes. In these cases, the computational
prediction of NRVS spectra and comparison with experiment is
an invaluable and indispensable tool in the assignment of the

observed modes. In turn, good agreement between experimental
and computed NRVS spectra validates the computed results and
increases the confidence in an analysis of the geometric and
electronic structure of the entire molecule.

Density functional theory (DFT) methods now predict elec-
tronic structures and properties for molecules of increasing sizes,
including detailed descriptions of their vibrational dynamics.8

Very recently, Noodleman and co-workers used a series of well-
established density functionals to accurately calibrate the 57Fe
M€ossbauer isomer shift and quadrupole splitting parameters.8d

Despite the complex electronic structure of heme complexes,
DFT calculations are becoming increasingly accurate in the
prediction of vibrational frequencies and are a very useful tool
in mode assignments. The new generation of recently developed
density functionals (such as the M0X series that address some of
the shortcomings of previous DFT methods) holds significant
promise for clarifying the character of a vibronic mode. The rich
data set of vibrational frequencies, amplitudes, and directions
available from NRVS can also provide a particularly rigorous test
of the ability of DFT calculations to predict the vibrational
dynamics of transition metal complexes.9

Lehnert and co-workers developed a useful method called
“quantum chemistry centered normal coordinate analysis” (QCC-
NCA)10 to fit some of the important NRVS peaks (bending and
stretch modes) based on initial normal frequency calculations from
Gaussian software. Clearly, a more rigorous and direct use of the
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normal modes would be preferable over such fitting procedures. In
addition, the DFTmethods applied to the prediction of NRVS have
so far been limited to BP86 and B3LYP functionals, which do not
describe dispersive interactions and suffer for incorrect descriptions
of the self-interaction, especially in open shell systems.11 As a result,
they do not always have good agreement with experimental
observations.5,12 To the best of our knowledge, there have been
no systematic studies of more modern functionals that provide a
much more balanced description of the electronic structure.

In this paper, we report a series of computational studies at
different levels of theory, including the modern functionals that
have not previously been tested for this purpose, with the goal of
establishing best practices for the prediction and interpretation of
NRVS data. Specifically, we compare the performance of differ-
ent computational methods for (1) structure predictions, (2) the
Fe�NO stretch and Fe�N�O bending vibrational modes, (3)
the prediction of NRVS, and (4) directional NRVS (in-plane and
out-of-plane). Finally, we discuss the effects of model issues. We
also describe a set of user-friendly scripts that allow the direct
conversion of frequency calculations into orientation-selective
NRVS plots that can directly be compared to experimental data.

These calculations were benchmarked for [Fe(OEP)(NO)], a
model complex for biologically relevant interactions of nitric
oxide and heme iron for which there are high-resolution struc-
tures and NRVS data available. The rich data set of vibra-
tional frequencies and directions available from NRVS for
[Fe(OEP)(NO)] can provide a highly reliable test for our
evaluation of DFT functionals and basis sets. At the same time,
[Fe(OEP)(NO)] is a challenging molecule for DFT calculations
because of the well-known difficulty in treating unpaired S = 1/2
spin systems.13 [Fe(OEP)NO] can adopt two conformations
with different ethyl orientations in the solid state.14 One con-
formation is from a triclinic crystal that has four neighboring
ethyl groups of OEP pointing to one face of the porphyrin,
whereas the remaining four ethyl groups are in the opposite
direction (Scheme 1, top). The other conformation is from a
monoclinic crystal with five and three ethyl groups of OEP
pointing to each face of the porphyrin plane (Scheme 1, bottom).

Ferrous heme-nitrosyls have low energy barriers for rotations
of the NO ligand around the Fe�NO bond,15 which causes
disorder in the NO orientation.16 The recent work by Lehnert

and co-workers used B3LYP/LanL2DZ and BP86/LanL2DZ*
calculations to test the 12 possible conformations for the disordered
NO and rotated ethyl substituents of [Fe(OEP)(NO)].10d Their
prediction of NRVS spectra followed by QCC-NCA fitting has
shown fair agreement with their powder measurements. However,
comparisons of DFT predictions to powder measurements are
lacking in the directional character of modes. We previously
completed single-crystal measurements on [Fe(OEP)(NO)],
taken at three orthogonal crystallographic directions, which
shows significant directional anisotropy.12b In contrast to typical
nitrosyl iron porphyrins, [Fe(OEP)(NO)] exhibits a completely
ordered NO group and is ideal for the oriented single-crystal
NRVS experiment and for DFT calculations.

’METHODS

Electronic StructureCalculations.TheG09programpackage17

was used to optimize the structures and for frequency analysis in our
study. The model complex [Fe(OEP)(NO)] (S = 1/2) was fully
optimized without any constraints using the spin unrestricted
DFT method. The starting structure was obtained from the
crystal structure of triclinic [Fe(OEP)(NO)].14 Frequency cal-
culations were performed on the fully optimized structures at the

Scheme 1. Conformations of [Fe(OEP)(NO)]

Figure 1. Flowchart of the scripts that generate e2 in different orienta-
tions. The rectangles and ovals represent the script files and output files
in every step, respectively.

Figure 2. Fe�N�O bending (left) and Fe�NO stretch (right) vibra-
tional modes. Hydrogen atoms and Fe�N bonds have been omitted for
clarity. The vector is shown 100(mj/mFe)

1/2 times longer than the zero-
point vibrational amplitude of atom j.
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same basis level to obtain the vibrational frequencies with the
57Fe isotope set, which can yield inelastic scattering at the
14.4125 keV nuclear resonance line in the NRVS experiment.18

It is well-known that that the frequencies obtained from harmo-
nic frequency analyses are larger than the experimentally ob-
served values due to the neglect of anharmonicity.19 This is
typically addressed using scaling factors. However, the precise
values are not only method and basis set dependent but are also
different for different frequency regimes and have been validated
mostly for pure organic molecules rather than the metal com-
plexes discussed here. Therefore, the choice of the precise value
would be ambiguous, and the frequencies reported here were not
scaled. The frequency output data have been created using the
high precision format vibrational frequency eigenvectors in order
to calculate mode composition factors (e2) and vibrational
densities of state (VDOS) as described below.
We studied five classes of functionals: (1) generalized gradient

approximation (GGA) functionals (BP86,20 mPWPW9121)
which contain the exchange and GGA correlation functionals.;
(2) hybrid-GGA functionals (B3LYP,22 PBE1PBE23), which
contain amixture of Hartree�Fock exchange withDFT exchange-
correlation; (3) hybrid meta-GGA functionals (M062X24);
(4) meta-GGA functionals (M06L25), M06L being a local
meta-GGA functional; and (5) long-range GGA functionals (LC-
BP86,20,26 ωB97X-D27) which contain long-range corrections.
These were combined with different basis sets28 as specified in the
Results section. In general, we used triple-ζ valence basis sets with
(TZVP) or without (VTZ) polarization functions or a double ζ
effective core potential (LanL2DZ) on iron and 6-31G* or 6-31+G*
basis sets for all other atoms. Inorder to allowcomparison toLehnert’s
results,10d the LanL2DZ basis set was also tested for all atoms.

Calculation of the NRVS Data. The first step in the calcula-
tion of the NRVS data is the calculation of the predicted mode
composition factors, which are based on the atomic displace-
ments of each atom (ri) from the analytical frequency analysis
using DFT. The mode composition factors ejα

2, which represent
the fraction of the kinetic energy in frequency mode α due to the
motion of atom j (j = 57Fe for NRVS), provide a convenient
quantitative comparison between measurements and calculations.29

Mode composition factors are defined in eq 1:

e2jα ¼ mjr2j

∑mir2i
ð1Þ

wheremi is the atomic mass of atom i and ri is the absolute length of
the Cartesian displacement vector for atom i in Ångstroms. The
mode composition factors for different directions are defined in
terms of an averaged porphyrin plane as in-plane, which can be
calculated from a projection of the atomic displacement vector x and
y (eq 2). The out-of-plane atomic displacement perpendicular to the
resulting porphyrin plane for a normal mode is obtained from a
projection of the atomic displacement vector z (eq 3).

e2jα, in-plane ¼
mjðr2jx þ r2jyÞ
∑mir2i

ð2Þ

e2jα, out-plane ¼
mjr2jz

∑mir2i
ð3Þ

The Perl scripts to calculate the mode composition factors are
provided in the Supporting Information and directly read from a

Table 1. Observed and Calculated Geometric Parameters of [Fe(OEP)(NO)]a

[Fe(OEP)(NO)] geometric parameters (pm or degree)

functional basis set Fe�NO ΔFe�NO N�O ΔN�O —Fe�N�O Δ—Fe�N�O Fe�Nshort
e Fe�Nlong

e Δlong�short ref

triclinic crystal (experimental) 173.1 116.8 142.7 199.9 202.0 2.1 12b

BP86 6-31G*/VTZ 169.7 �3.4 119.2 2.4 143.2 0.5 200.3 203.1 2.8 12b

6-31+G*(N,O) b/VTZ 169.6 �3.5 119.5 2.7 143.6 0.9 200.3 203.3 3.0 f

6-31G*/TZVP 169.6 �3.5 119.1 2.3 144.9 2.2 200.9 203.9 3.0 f

MPWPW91 6-31G*/VTZ 169.8 �3.3 119.0 2.2 142.8 0.1 200.1 202.9 2.8 f

6-31+G*(N,O) b/VTZ 169.6 �3.5 119.3 2.5 143.7 1.0 200.3 203.3 3.0 f

6-31G*/TZVP 169.6 �3.5 118.9 2.1 144.7 2.0 200.8 203.8 3.0 f

B3LYPd 6-31G*/Lanl2DZ 172.8 �0.3 117.0 0.2 139.8 �2.9 200.7 203.1 2.4 f

Lanl2DZc 174.2 1.1 121.5 4.7 142.9 0.2 201.3 202.7 1.4 10dg

PBE1PBE 6-31G*/VTZ 170.7 �2.4 116.5 �0.3 140.2 �2.5 199.2 201.3 2.1 f

M062Xd Lanl2DZ 231.1 58 118.2 1.4 125.8 �16.9 203.0 202.0 �1.0 f

M06L 6-31G*/VTZ 172.2 �0.9 118.0 1.2 140.2 �2.5 200.6 202.6 2.0 f

6-31+G*(N,O)b/VTZ 172.4 �0.7 118.1 1.3 140.7 �2.0 200.8 203.1 2.3 f

6-31G*/TZVP 172.0 �1.1 117.9 1.1 141.5 �1.2 201.1 203.2 2.1 f

6-31+G*(N,O)b/TZVP 172.4 �0.7 118.1 1.3 140.9 �1.8 201.1 203.3 2.2 f

6-31G*/Lanl2DZ 172.2 �0.9 117.8 1.0 140.2 �2.5 200.2 202.7 2.5 f

Lanl2DZc 173.5 0.4 121.9 5.1 141.9 �0.8 200.6 202.5 1.9 f

LC-BP86 6-31G*/VTZ 170.9 �2.2 115.2 �1.6 139.1 �3.6 196.1 197.5 1.4 f

ωB97X-D 6-31G*/VTZ 172.6 �0.5 116.5 �0.3 139.3 �3.4 199.8 201.2 1.4 f

6-31+G*(N,O) b/VTZ 172.3 �0.8 116.6 �0.2 139.7 �3.0 199.9 201.5 1.6 f
aBasis sets: 6-31G* for H, C, N and O; VTZ, TZVP, or Lanl2DZ for Fe. bBasis set: 6-31G* for H and C, 6-31+G* for N andO. cBasis set Lanl2DZ for all
of the atoms. dBasis set VTZ; TZVP for Fe is also applied but failed to obtain the converged wave functions. eValues for Fe�Nshort and Fe�Nlong (Nshort

= the average of two short Fe and porphyrin N atom, Nlong = the average of two long Fe and porphyrin N atom;Δlong�short is the difference between the
experimental data and calculation with corresponding bond lengths and angles. fThis work. gOnly isotropic terms; for anisotropic terms, see this work.
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G09 frequency output file using a high precision format for the
vibrational frequency eigenvectors. Figure 1 showed the flow
scheme for the scripts calculating ejα

2. The total procedures include
six simple scripts, three of which (shown in red in Figure 1) need
user input based on the specificmolecule to be studied. In step 1, the
starting and ending line numbers are needed for the frequency range
of interest. In our case, a frequency range of 0�800 cm�1 is defined
to follow the range of NRVS in the experimental observations. In
step 3-1, the orientation of interest is set as shown in Scheme 2. For
porphyrins, the standard orientation used in G09 aligns the x and y
coordinates along the iron�meso-carbon axes (4C-inplane), but the
stretch vibration along the iron�nitrogen bond (4N-inplane) is
needed. Thus, the calculation of ejα

2 requires in some cases a rotation
of the coordinates by 45�. In the final step, the desired e2 data (in our
case for 57Fe, but available for any set of atoms) is read out.
The predicted mode composition factors ejα

2 can also be
compared to the integrated spectral areas obtained from NRVS.5

Therefore, vibrational densities of state (VDOS) intensities can
be simulated from themode composition factors using theGaussian
normal distributions function, where the full width at half height
(fwhh) is defined appropriately by considering the spectral resolu-
tion in the experiment. In this study, theMATLABR2010a software
was used to generate the predicted NRVS curves.

’RESULTS AND DISCUSSION

Effects of DFT Method and Basis Set on the Calculated
Geometry of [Fe(OEP)(NO)]. To investigate the effects of the
DFT method and basis sets, we have performed DFT calcula-
tions on [Fe(OEP)(NO)] applying the functionals and basis sets
discussed above. Tables 1 and 2 show the selected geometric and

vibrational properties of [Fe(OEP)(NO)] with the different
basis sets in each density functional. In general, the basis set
used is 6-31G* for H, C, N, and O and VTZ, TZVP, or Lanl2DZ
for Fe. For selected functionals, a diffuse function 6-31+G* was
added to N and O to better allow for molecular polarity and
possible partial change on the donor atoms. For the combination
of the VTZ and TZVP basis sets on iron with the B3LYP and
M062X functionals, strong spin contamination (0.87 for B3LYP
and 0.95 forM062X) prevented , in some cases, the calculation of
stable electronic structures.
As shown in Table 1, the BP86, mPWPW91, and PBE1PBE

functionals, regardless of basis set, underestimate the Fe�NO
bond length by up to 3.5 pm. The B3LYP, M06L, andωB97X-D
functionals reproduce the experimentally observed values quite
accurately, while the M062X grossly overestimates the Fe�NO
bond length. The basis set effect on this parameter is negligible.
For the N�Obond length, the majority of the calculations with a
variety of basis sets overestimate this parameter, but the accuracy
is better than for the Fe�NObond length. Interestingly, the basis
set effect here is much higher, with the Lanl2DZ basis set on all
atoms performing poorly compared to other methods. This can
be rationalized by the iron back-donation to the N�O π* orbital
because this would make the Fe�NO bond short and elongate
the N�O bond.
All functional/basis set combinations predict the Fe�N�O

angle within 4� except for M062X, which gives a value 17� higher
than the experimental value of 142.7�. The better of the predic-
tions seem to occur in basis sets with simplified electronic
systems such as the VTZ basis with no polarization function
and Lanl2DZ with core effective potentials shown in Table 2
(BP86/VTZ, B3LYP/Lanl2dz, M06L/Lanl2dz).

Table 2. Observed and Calculated Vibrations of [Fe(OEP)(NO)]a

[Fe(OEP)(NO)] vibrational frequencies (cm�1)

functional basis set ν(Fe�NO) δ(Fe�N�O) ν(N�O) ref

triclinic crystal (experimental) 517 393 1673 12b

BP86 6-31G*/VTZ 623 417 1719 12b

6-31+G*(N,O)b/VTZ 617 415 1689 e

6-31G*/TZVP 618 410 1730 e

MPWPW91 6-31G*/VTZ 621 419 1727 e

6-31+G*(N,O)b/VTZ 615 415 1698 e

6-31G*/TZVP 616 410 1739 e

B3LYPd 6-31G*/Lanl2DZ 517/521 417 1828 e

Lanl2DZc 498/504 407 1616 10df

PBE1PBE 6-31G*/VTZ 547 433 1885 e

M062Xd Lanl2DZ e

M06L 6-31G*/VTZ 494/499 396 1798 e

6-31+G*(N,O)b/VTZ 477/485 391 1779 e

6-31G*/TZVP 495/500 388 1807 e

6-31+G*(N,O)b/TZVP 477/485 386 1782 e

6-31G*/Lanl2DZ 517 405 1804 e

Lanl2DZc 448 401 1624 e

LC-BP86 6-31G*/VTZ 551 443 2001 e

ωB97X-D 6-31G*/VTZ 532 425 1891 e

6-31+G*(N,O)b/VTZ 522 422 1865 e
aBasis sets: 6-31G* for H, C, N, andO; VTZ, TZVP, or Lanl2DZ for Fe. bBasis set: 6-31G* for H and C, 6-31+G* for N andO. cBasis set Lanl2DZ for all
of the atoms. dBasis set VTZ; TZVP for Fe is also applied but failed to obtain the converged wave functions. eThis work. fOnly isotropic terms; for
anisotropic terms, see this work.
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An important feature of [Fe(OEP)(NO)] that has been
observed by the Scheidt group14b is the different bond lengths
of the four equatorial Fe�N bonds. Two short Fe�Np distances
are in the direction of the tilted NO ligand, while two long
Fe�Np distances are opposite the off-axis NO tilt. This aniso-
tropic effect can be simplified to the different bond lengths of two
short patterns and two long patterns, as shown in Table 1. All
functional/basis set combinations except the M062X method
predict this feature well. The observed difference of Np‑long �
Np‑short was 2.1 pm in the crystal structure and ranged from 1.0 to
3.0 pm in calculations.
In summary, the M062X functional provides poor results for

several of the geometric parameters, namely, the Fe�NO
distance and the Fe�N�O angle, and cannot therefore be
recommended for the systems under study here. Both of the
GGA functionals, BP86 and mPWPW91, perform better but
still underestimate the Fe�NO bond by about 3.5 pm and
overestimate the N�O bond by about 2.5 pm. Better predic-
tions were obtained from the B3LYP, M06L, and ωB97X-D
functionals with a suitable basis set, all having agreement with
experimental data within 1.0 pm for both bonds. M06L clearly
stands out as providing the best agreement with experimental
results.
Fe�NOStretch and Fe�N�OBending VibrationalModes.

The Fe�NO stretch and Fe�N�O bending modes are two
major vibrations in [Fe(OEP)(NO)] that have high frequencies
and strong intensities. In the Fe�N�O bending mode, the
motions of Fe andO are in the same direction and opposite to the
nitrosyl nitrogen, while the Fe�NO stretch mode was predicted
to have the opposite direction motion between the Fe and NO
groups (Figure 2). Both the Fe�NO stretching and Fe�N�O
bending frequencies are listed in Table 2 with the functional
method and basis set designated.
As shown in Table 2, the GGA functionals, BP86 and

mPWPW91, severely overestimate the Fe�NO stretching fre-
quency (>615 cm�1 predicted vs 517 cm�1observed). This
difference is too large to be explained with anharmonicity and
is likely because the Fe�NO bond lengths are underestimated.
The other methods, including the hybrid-GGA, meta-GGA, and
long-range GGA, provide better prediction for the stretch mode
ranging from 448 cm�1 to 551 cm�1. The exact frequency of
517 cm�1 was predicted by the B3LYP andM06Lmethods with
the 6-31G*/lanl2dz basis set. The PBE1PBE, LC-BP86, and
ωB97X-D were significantly less accurate than B3LYP and
M06L. All of the Fe�N�O bending mode predictions are
within 50 cm�1 of the experiment observation. The M06L
method predicts it accurately to within 2�3 cm�1 when the
VTZ basis set for Fe was used. Although the BP86 and
mPWPW91 provides the Fe�N�O angle closer to the experi-
mental value, it does not give a better bending frequency
prediction. It is clear that the harmonic approximation common
to all calculations leads to deviations from the experimentally
observed values but that the computed values still allow a clear
assignment of the normal modes.
Prediction of PowderNRVS of [Fe(OEP)(NO)].Themain goal

of this work was to determine the best practices for the prediction of
NRVS. To investigate the effects of DFT methods and basis sets,
we calculated the NRVS powder spectrum of [Fe(OEP)(NO)].
This spectrum has all of the vibrational modes of iron including
the Fe�NO stretchmode and Fe�N�Obendingmodes discussed
earlier. Selected NRVS predicted spectra are shown in Figure 3,
and predicted spectra using other functionals can be found in the

Supporting Information. As can be seen in Figure 3, the NRVS can
conveniently be divided into three frequency domains for which the
mode assignment has been discussed in detail previously.12b,30Here,
we will discuss the performance of the different methods in terms of
the different frequency domains.
In the region >360 cm�1, there are two important modes

(Fe�NO stretch and Fe�N�O bend) in the observed NRVS
spectrum and in each predicted spectrum (Figure 3A�F). There
is an additional or partial peak in the >360 cm�1 region when the
long-range LC-BP86 method was used (Figure 3C). It could be
an overestimated mode from the 220�360 cm�1 region. How-
ever, M06L was the best of the methods and was chosen to
investigate the effects of the basis sets at the NRVS level
(Figure 3D�F). As seen in Figure 3D and E, increasing the
basis function from 6 to 31G* to 6-31+G* can move the Fe�NO
stretch, and it is somewhat underestimated. In Figure 3D, the
bending mode and stretch mode had shifted from 398 and 496
to 392 and 481, respectively. Similar trends can be seen in
Figure 3E. The VTZ and TZVP basis sets show little difference.
However, the Lanl2DZ basis set gives inconsistent frequency
predictions (Figure 3F).
In the region 220�360 cm�1, the two high-intensity peaks are

observed with considerable spectral crowding. Most mode fre-
quencies are poorly predicted by all functionals except M06L. The
worst predictions are obtained by using GGA functionals with
three apparently independent peaks (Figure 3A). The largely
overestimated spectra are predicted with the long-range GGA
functionals. As shown in Figure 3C, the major peaks move to the
high-frequency region and are far away from the experimental
observation designated by the black line. The better spectra are
generated by theM06L functional with suitable basis set combina-
tions. The spectra are almost coincident with the experimental
spectra when the VTZ or TZVP basis set for Fe is used in the
calculation (Figure 3D and E). However, the M06L functional is
not quite as good when the Lanl2DZ basis set is used (Figure 3F).
All of the calculations gave similar spectral predictions in the

<220 cm�1 region where the important doming mode occurs.
However, all DFTmethods used here underestimate the doming
mode frequency and overestimate its intensity. The results of the
calculations should therefore be interpreted with caution.
The In-Plane and Out-Plane NRVS of Single-Crystal

[Fe(OEP)(NO)]. Comparisons of DFT predictions to powder
measurements do not account for the directional character of
modes—that is substantial. A more detailed comparison needs
to be done to capture the directional anisotropy. In por-
phyrin chemistry, analysis confined to the averaged porphyrin
plane is usually defined as in-plane, and two directions are
defined (in-plane x and in-plane y). The third direction is

Scheme 2. The Possible Orientations of Interest in Por-
phyrin Plane
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perpendicular to the porphyrin plane and defined as out-of
plane or the z direction. In this paper, in-plane x is parallel to
the Fe�NO plane and y is perpendicular to the Fe�
NO plane, as shown in Scheme 2. This axis selection is
called 4C-inplane. Only functionals that predicted the pow-
der spectrum well are used in the comparisons of x�y�
z-directional spectra (Figure 4�6). The published data with
the BP86 method were chosen to highlight the superiority of
the M06L functional. The orientation-selective spectra using

other functionals can also be found in the Supporting
Information.
The possible anisotropy in the in-plane NRVS spectrum can

be shown by a measurement in two orthogonal in-plane direc-
tions. Conveniently, we chose, for measurements and predic-
tions, x to be along the projection of the FeNO plane and y to be
orthogonal. These are shown in Figures 4 and 5, respectively.
As shown in Figure 4, there are three observed peaks in the
>300 cm�1 region, including one doublet peak at 300�325 cm�1.

Figure 3. NRVS spectra of [Fe(OEP)(NO)] with a variety of methods and basis sets with 12 cm�1 fwhh. The experimental observation of
[Fe(OEP)(NO)] powder is colored black, and the prediction data are colored red or blue (the same color strategy and fwhh in Figures 4�6).
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The observed doublet peak is only accurately predicted with the
diffused function 6-31+G* for N andO (Figure 4B). The Lanl2DZ

basis set is unfavorable in the prediction of the NRVS spectrum,
because more peaks are predicted from 300 cm�1 to 360 cm�1

Figure 5. NRVS spectra of [Fe(OEP)(NO)] with selected methods and basis sets in the y direction, which is perpendicular to the Fe�N�O plane.

Figure 4. NRVS spectra of [Fe(OEP)(NO)] with selected methods and basis sets in the x direction, which is parallel to the intersection of porphyrin
and Fe�N�O plane.
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than observed and the bending mode around 390 cm�1 in the
x direction is overestimated in both cases (Figure 4A/blue line
and C/blue line). In sharp contrast, all of the major peaks in
the NRVS along the y direction were underestimated when
Lanl2DZ was used (Figure 5A/blue line and C/blue line). The
BP86 functional is ruled out because three peaks are predicted,
and only two are observed (Figure 5A). M06L with the VTZ
or TZVP basis set shows better prediction than all others not
only along the x direction but also along the y direction
of NRVS.
The predictions of the out-of-plane NRVS spectra, shown in

Figure 6, do not agree as well with experimental data as the in-
plane spectra. The predicted doming modes are around
140 cm�1 regardless of the functional and basis set used, while
the experimental observation is a broad peak at 160 cm�1. The
bending mode in the z-direction component is better predicted
only when the M06L and VTZ basis sets were used, as shown in

Figure 6B. It is surprising that the stretch mode was perfectly
predicted by the DFT calculation with the Lanl2DZ basis set,
which in general gave poor predictions, as discussed above
(Figure 6A and C). This presents a dilemma when using the
Lanl2DZ basis set, because it predicts the stretch mode perfectly
but fails on others modes. The diffuse function is not suitable for
the prediction of the stretch mode, and it underestimates the
experimental observations (Figure 6B). It is also inconsistent
with the basis set strategy for in-plane NRVS.
A probable explanation is the difference between the gas-phase

calculation and solid-state experiment. The predicted model is a
single molecule without any intermolecular interactions, while
both the experimental powder and crystal are in a crystal lattice
and have intermolecular interactions or cooperativity. Figure 7
presents some likely intermolecular interactions. The distance
between crystal layers is 3.41 Å, and the closest distance between
two irons is 7.67 Å. This suggest that an intrinsic interaction

Figure 7. Crystal structures of triclinic [Fe(OEP)(NO)]. Hydrogen atoms have been omitted for clarity. Atom color: Fe (dark red), N(blue), O(red),
C(green).

Figure 6. NRVS spectra of [Fe(OEP)(NO)] with selected methods and basis sets in the z direction, which is perpendicular to the average
porphyrin plane.
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between different crystal layers could affect the out-of-plane
modes more than in-plane ones. For the in-plane modes, the
intermolecular close contacts cannot easily influence the iron center
due to long distances. Therefore, the in-planeNRVS spectra may be
more easily modeled. These unaccounted for forces can also explain
why the out-of-plane spectra are always more difficult to predict
accurately. The perfectly predicted stretching frequency by
Lanl2DZ is probably the result of chance rather than ideal modeling
and basis set because it fails to predict other modes.

’CONCLUSIONS

It is important to validate density functional methods in order
to accurately predict directional anisotropy, a new feature in
nuclear resonance vibrational spectroscopy (NRVS),12b and to
reliably assign the vibrational modes. The scripts discussed here
andmade available in the Supporting Information allow the facile
calculation of orientation-selective mode composition factors
(e2), vibrational densities of states (VDOS), andNRVS data from
standard Gaussian outputs. The extensive benchmarking of 21
different electronic structure methods for the representative case
of the [Fe(OEP)NO] complex indicates that theM06L functional
with suitable basis sets such as VTZ/6-31+G* or TZVP/6-31+G*
provides the best agreement between calculated and experimental
structures and NRVS data, followed by the B3LYP/6-31G*/
LanL2DZ method. This is presumably due to the accurate
description of the open-shell system and accurate excitation
energies,31 which are likely to be important due to the low lying
excited states in heme complexes, by the M06L functional.

A comparison of computational NRVS predictions and ex-
perimental data reveals that theM06L functional shows excellent
agreement in the frequency domains of >360 cm�1 and 200�
360 cm�1. However, the frequencies of the modes in the region
below 200 cm�1 are underestimated by all methods, including the
M06L functional. A more detailed analysis of the anisotropic NRVS
data shows that the M06L functional gives very good results for
in-plane (x and y) but less so for out-of-plane (z) NRVS. The
prediction of the in-plane NRVS using the M06L functional still
exhibits the best performance, while the out-of-plane vibrations are
less well predicted. This is most likely due to limitations of the
model, which does not consider the crystal packing contacts that
more influence the out-of-plane but not the in-plane vibrations.

In summary, the protocol presented here allows the facile and
accurate prediction of NRVS data for the purpose of making
assignments and to understand the detailed geometric and
electronic structure of heme complexes.

’ASSOCIATED CONTENT

bS Supporting Information. Perl scripts, procedure for
using the scripts, and e2 values and computed NRVS spectra in
three orthogonal directions as well as Cartesian coordinates and
total energies of all structures discussed. This material is available
free of charge via the Internet at http://pubs.acs.org
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ABSTRACT: The computation of vibrational spectra of complex molecules from time correlation functions generated by ab initio
molecular dynamics simulations has made lively progress in recent years. However, the analysis of such spectra, i.e., the assignment
of vibrational bands to atomic motions, is by no means straightforward. In a recent article [J. Chem. Theory Comput. 2011, 7,
2028�2039], Mathias and Baer presented a corresponding analysis method that derives generalized normal coordinates (GNCs)
frommolecular dynamics trajectories, which furnish band positions, band shapes, and infrared intensities of the separated vibrational
modes. This vibrational analysis technique relies on the usual quasi-rigidity assumption; i.e., atomic motions are described by small
oscillations around a single reference structure. This assumption, however, breaks down if the molecule undergoes large-amplitude
motion and visits different conformations along the trajectory or if the same conformation can be adopted by a different ordering of
the atoms, i.e., if permutational symmetries have to be considered. Here, we present an extension of the GNC method that handles
such cases by considering multiple reference structures, both for different conformations and for permutational symmetries. By
introducing a projection technique and computing probabilities that assign the time frames of the trajectories to these reference
structures, the vibrational spectra are split into conformational contributions via a consistent time correlation formalism. For each
conformation, the permutational symmetries are resolved, which permits one to determine conformation-local GNCs for the band
assignment. The working principle and the virtues of this generalization are demonstrated for the simple case of a methyl group
rotation. This is followed by an application to a more intricate case: Upon replacing one proton by a deuteron in protonated
methane, CH5

+, significant changes of its infrared spectrum have been observed since the CH4D
+ isotopologue features five different

isotopomers. Here, a total of 120 conformational and permutational references are required in the projection scheme in order to
capture the frequent and versatile structural transitions of this small but utmost floppy molecule and to assign its infrared spectrum.
The extended GNCmethod is general. Thus, it can be applied readily to systems that require more than one reference structure, and
it can be transferred to other theoretical spectroscopies that are formulated in terms of time correlation functions.

1. INTRODUCTION

Vibrational spectroscopy is a powerful experimental technique
to monitor and explore (bio)chemical processes and molecular
structures.1�6 The computation and especially the decoding of
such spectra is a challenge to theory, in particular if the under-
lying potential energy surfaces are strongly anharmonic, permit
large-amplitude motion, or are significantly modified by interac-
tions within (micro- or bulk) solvent environments. In recent
years, ab initio molecular dynamics (AIMD) simulations7 have
emerged as a promising approach to theoretical vibrational
spectroscopy, especially for systems that are too complex or
contain too many coupled degrees of freedom8�28 to be readily
assessed by quasi-exact quantummechanical treatments of nuclear
motion. The appeal of the AIMD approach is that it works almost
out of the box after choosing an appropriate electronic structure
method. Since energies, forces, and dipoles can be computed on
the fly, AIMD does not require the parametrization of a potential
energy surface (PES) and dipole surfaces, which is commonly a
challenging29�31 and sometimes unfeasible task, if the number of
atoms grossly exceeds the current state-of-the-art capabilities of
PES parametrization, e.g., in the condensed phase. Moreover, even
fairly small but fluxional (“floppy”) systems can be truly challeng-
ing in this respect due to the presence of multiple similarly impor-
tant minima or broad and shallow regions on the PES, which all
require special care in the course of parametrization.32

Of course, the AIMD approach to theoretical vibrational
spectroscopy also faces drawbacks because of its classical approx-
imation of quantum-mechanical motion of the nuclei, while
obeying quantum mechanics for the electrons. As a result, the
classical Maxwell�Boltzmann distribution may grossly differ
from the proper quantum-mechanical Bose�Einstein distribution
in the relevant parts of the frequency spectrum, not to mention
neglecting symmetry effects on rotations and ro-vibrations due to
nuclear spin. On the one hand, due to this discrepancy, the vibra-
tional bands of strongly anharmonic systems may exhibit a pro-
nounced temperature dependence in classical simulations,33�35

which has to be carefully checked. This cross-checking, on the
other hand, may provide deeper insights into the mutual
anharmonic couplings of vibrational modes, and thus it may
even serve as a sort of analysis tool.35

Although the computation of infrared (IR)36,37 and Raman36,38

cross-sections from molecular dynamics is both well-defined and
straightforward in the frame of the “Heisenberg approach to
theoretical spectroscopy”, the assignment of the resulting bands
to atomic motions is not. In recent years, a few techniques have
been suggested to derive approximate normal modes from mole-
cular dynamics simulations and thereby to assign the vibrational

Received: September 21, 2011
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bands in the spectra.16�18,21,39�43 These methods all rely on an
equipartition assumption to a lesser or greater extent, which leads
to problems in cases when equipartition is hard to achieve.41 In
the preceding paper44 (paper I), Mathias and Baer introduced an
approach that is free from such assumptions. The method con-
structs generalized normal coordinates (GNCs) for the vibra-
tional analysis by an orthonormal transform of mass-weighted
coordinates. The transformation is constructed such that it
minimizes the norm of the GNCs mutual Fourier-transformed
cross-correlation functions. The prospects of the GNC algorithm
had been exemplified by the vibrational analysis of trans-isoprene
(2-methyl-1,3-butadiene), where the IR bands computed from
AIMD had been assigned to the underlying atomic motions. In
addition, it has already been successfully applied to assign the IR
spectra of floppy molecules and complexes such as protonated
methane as well as microsolvated hydronium and Zundel
cations.24,27,35

Importantly, the GNC algorithm presented in paper I, as well
as all other predecessor techniques, is based on the commonly
used assumption of quasi-rigidity, namely, that it is sufficient to
consider a single reference structure of the molecule and that the
dynamical motion can be expressed as (small-amplitude) oscilla-
tions around this reference. This assumption is however not
justified if large-amplitude motion overrides small-amplitude
oscillations such that the trajectories ultimately visit different
conformations of a molecule or intramolecular chemical rear-
rangements lead to new configurations of the atoms. All of these
changes correspond to switching between different minima on the
PES. Examples for conformational changes are cis�trans isomer-
izations of polyenes or peptides, whereas different configurations
(isomers) may result from intramolecular proton transfer or
other chemical reactions. Note that, only for simplicity, we will
use the term “conformations” also for different configurations in
the aforementioned sense.

A similar problem is rooted in the exploration of the PES by
classical dynamics as such. Here, the trajectory can visit chemi-
cally equivalent minima of the PES, which are related by a per-
mutation of the numbering of equivalent atoms. This problem
was already faced in the vibrational analysis of the seemingly
simple molecule trans-isoprene in paper I . Because of the low
rotational barrier of its methyl group (about 11 kJ mol�1),45 the
latter rotates nearly freely under ambient conditions and thus
visits three chemically equivalent minima of the PES (degenerate
equilibrium structures) separated by methyl group rotations of
120�. The assumption of quasi-rigidity employed in paper I did
not account for these different minima, and correspondingly, the
methyl group vibrations were not properly disentangled. As a
result of this approximation, they still showed correlations among
the corresponding stretching and bending modes. Employing in-
ternal coordinates for the vibrational analysis in paper I separated
the symmetric modes, e.g., the symmetric methyl stretch, but the
antisymmetric modes were still coupled.44

For the vibrational analysis of the aforementioned cases, one
requires not only one but distinct reference structures for each
conformation. If multiple reference structures would be consid-
ered, the dynamics along the trajectory could again be described
as small-amplitude oscillations around the respective reference
structure during the residence time within the corresponding
“conformation”, complemented by the transitions between all of
the “conformations” available. Using the same idea, one would be
able to handle permutational symmetries, which would be rep-
resented by additional (permuted) reference structures for each

and every conformation. If the total vibrational spectrum would
be dissected into separate contributions of each conformation in
this manner, it could be analyzed in terms of the ensemble of
thermally populated conformations.

Of course, simply chopping the trajectories into pieces corre-
sponding to a specific instantaneous conformation would be
sufficient only if the residence times in each conformation were
long compared to the typical periods of the vibrational modes. In
this case, the total spectrum could be synthesized a posteriori,
including its band assignment, by simply adding the (assigned)
conformation-specific spectra using weights according to their
free energy differences as obtained from their relative contribu-
tion to the total trajectory. However, well-known intricacies in
the assignment of IR spectra arise in the opposite limit where
switching between conformations is rather frequent on the time
scale set by small-amplitude oscillatory motion. In a sense, this
limit even defines the aforementioned class of floppy or fluxional
molecules that are characterized by effects due to large-amplitude
motion. For such cases, a more elaborate and general approach is
clearly required.

In this article, we present a generalization of the GNC scheme
that can handle systematically multiple reference structures in the
vibrational analysis. These structures can either define different
conformations of the molecule or represent permutations of
atoms of the same species within a given conformation. The
extended GNCmethod is useful for the plethora of cases where a
single equilibrium or reference structure is not sufficient to
understand vibrational spectra. Furthermore, the very same idea
can be readily transferred to other analysis schemes of response
properties of molecular systems which are based on time
correlation functions as required by the Heisenberg approach
to theoretical spectroscopy.

In the following theory section, we first discuss how to dissect
the computed IR absorption spectrum into conformational
contributions. Then, a similar formalism is developed to compute
auto- and cross-correlation functions of the mass-weighted
velocities that are specific for each conformation and each
permutational pattern. Recombining the permutation-specific
correlation functions by employing proper symmetry operations
yields correlation functions that are specific only to the con-
formations. These correlation functions are then used to deter-
mine the GNCs of the respective conformations. Further, a
projection scheme is introduced that determines the probability
for each frame of the trajectory to belong to a certain conformation
and permutational pattern, which is used to split the total spectrum
quantitatively into conformation-specific contributions.

In the results part, we show how to resolve the permutational
symmetry of the methyl group of isoprene to provide a first
simple example and test case of the extended GNC method. A
much more challenging application in this respect is the analysis
of the IR spectra of the small but highly fluxional protonated
methane molecule, CH5

+,17,46�53 and its partially deuterated
isotopologues,54 CHnD5�n

+ , n = 0�5, for which this general-
ization was first successfully employed.24

Because of the low intramolecular barriers,55 CH5
+ undergoes

vivid scrambling dynamics; that is, all protons visit each of the five
possible binding sites during the simulation. This leads to 5! =
120 reference structures that are necessary for the vibrational
analysis of this small molecule. The merits of the extended GNC
approach are exemplified on the partially deuterated CH4D

+

isotopologue, leading to the fully assigned IR spectrum. To
achieve this, the total IR spectrum is split into the contributions
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of its isotopomers,54 for which in turn the vibrational bands are
assigned separately.

2. THEORY

Westart the derivation of themultiple configuration (extended)
GNC scheme by first developing a formalism to split the com-
puted IR spectrum into the underlying conformational contribu-
tions. The linear total IR absorption coefficient36

αQMðωÞ ¼ 2πωð1� e�pβωÞ
3VpcnðωÞ

Z ∞

�∞
dt e�iωtÆM̂ð0Þ M̂ðtÞæ ð1Þ

is given within the Heisenberg approach to theoretical spectros-
copy by the Fourier transform of the autocorrelation function of
the time-dependent Heisenberg dipole operator M̂(t), where Æ 3 æ
denotes the quantum-statistical ensemble average at temperature
T. The prefactor depends on the sample volume V, the refractive
index n(ω), and the inverse temperature β = 1/kBT. To obtain a
corresponding α(ω) from classical dynamics trajectories, one
approximates the autocorrelation function of Heisenberg’s di-
pole operator M̂(t) by the autocorrelation function of the dipole
moment μ(t). Here, this replacement is done after rewriting eq 1
in terms of the Kubo-transformed quantum correlation function,
which readily yields

αðωÞ ¼ 2πβω2

3VcnðωÞ
Z

dt e�iωtÆ μð0Þ μðtÞæ ð2Þ

as our basic working equation.56 Note that many different so-
called “quantum corrections factors” have been introduced in the
literature mainly to impose the detailed balance condition and
that the “harmonic quantum correction” corresponds to the
prefactor in eq 2, see ref 56.

Our first goal is to determine individual absorption coefficients
αξ(ω) for each reference conformation ξ. Thus, we have to split
the dipole autocorrelation function into conformational contri-
butions. Given that we can classify the frames of a trajectory, and
thereby assign each frame at time twith a certain probability pξ(t)
to conformation ξ satisfying

∑
ξ

pξðtÞ ¼ 1, 0 e pξðtÞ e 1 ð3Þ

we can split the ensemble average of the dipole autocorrelation
function

Æ μð0Þ μðtÞæ ¼ ∑
ξ

Æpξð0Þ μð0Þ μðtÞæ ð4Þ

into a sum of conformation-specific correlation functions. These
specific correlation functions are restricted to trajectories visiting
conformation ξ at t = 0. Accordingly, we define the conformation
specific IR absorption coefficient as

αξðωÞ ¼ 2πβω2

3VcnðωÞ
Z

dt e�iωtÆ μξð0Þ μðtÞæ ð5Þ

where we have introduced the probability-weighted dipole mo-
ment μξ(t)� pξ(t)μ(t). Thus, if one can classify the trajectories
according to conformations, the computation of conformation-
specific spectra is straightforward and mathematically exact.
We will discuss possible projection strategies further below.
Note that the Fourier transform of the correlation functions
introduced here and in the following can be efficiently calculated

by employing the cross-correlation theorem as discussed in detail
in paper I .

For the subsequent vibrational analysis within the extendedGNC
scheme, which is the core task for any spectral assignment, the
splitting procedure becomes slightly more complicated. We recall
frompaper I that forGNCwehave to compute a tensorial version of
the vibrational density of states (VDOS) Θ: R f R3N � R3N for
N atoms given by

ΘðωÞ ¼ β

π

Z
dt e�iωtÆ_cð0Þ X _cðtÞæ ð6Þ

with _c(t) =M1/2v(t),Mij = δijmi, being the trajectory of the mass-
weighted atomic velocities v. Here, the correlations are evaluated
as an outer product _cX_c = _c_cT of the mass-weighted velocity
components, yielding their autocorrelations on the diagonal ofΘ
and their mutual cross-correlations in the off-diagonal elements
ofΘ. To obtain the generalized normal coordinates,Θ is brought
to diagonal form as close as possible by an orthonormal trans-
form of the _c, thereby minimizing the cross-correlations.44

For a conformation-specific VDOS, i.e., forΘξ(ω), we would
like to employ the same splitting procedure as we have done to
obtain the corresponding IR spectra, i.e., αξ. However, we have
to additionally consider possible permutational symmetries, i.e.,
reference structures xξ,i

ref belonging to the same conformation ξ
but differing from a default reference xξ,0

ref by a permutation

xrefξ, i ¼ P ξ, ix
ref
ξ, 0 ð7Þ

where P ξ;i is a permutation operator interchanging only the
positions of atoms of the same species. Therefore, we have to
classify the trajectory additionally according to the permutational
pattern i with probabilities pξ,i, which satisfy

∑
i
pξ, iðtÞ ¼ pξðtÞ ð8Þ

We can weight the _cwith these probabilities, which gives _cξ,i(t) =
pξ,i(t) _c(t), and introduce conformation- and permutation-spe-
cific

Θξ, iðωÞ ¼ β

π

Z
dt e�iωtÆ_cξ, ið0Þ X _cðtÞæ ð9Þ

which sum up to the global Θ.
Having to evaluate a separateΘξ,i(ω) for each permutational

pattern is however neither desirable nor necessary. Employing
the back-transforms P ξ,i

�1, we can bring all permutational pat-
terns to the same reference structure and calculate

ΘξðωÞ ¼ ∑
i
P �1

ξ, i Θξ, iðωÞ P ξ, i ð10Þ

as the sum of the transformed Θξ,i, or computationally more
convenient

ΘξðωÞ ¼ β

π

Z
dt e�iωt ∑

i
ÆP �1

ξ, i _cξ, ið0Þ X P �1
ξ, i _cðtÞæ ð11Þ

Sometimes it is preferential to analyze themolecular motion in
terms of a set of internal coordinates sξ(x) = (sξ,1(x), ...,
sξ,3N�6(x)), specifically chosen for conformation ξ (see paper I
for details). Here, the permutational symmetries can be resolved
in two ways: either one applies the permutation operators
directly to the Cartesians

sξ, iðxÞ ¼ sξðP �1
ξ, i xÞ ð12Þ
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and then evaluates the internal coordinates, which is simple to
implement but may involve many redundant evaluations of
internal coordinates, or alternatively, P ξ;i can directly act on
the definitions of the sξ to give

sξ, iðxÞ ¼ ðP ξ, isξÞðxÞ ð13Þ
That is, one transforms the internal coordinate definitions similar
to what has been done with the reference structure according to
eq 7. Such internal coordinates are commonly linear combina-
tions of primitive coordinates such as bond lengths, angles, and
dihedrals, where a large part of these primitives will be invariant
under coordinate permutation or the permuted primitive will be
already present in the set of primitives corresponding to the ref-
erence structure. Only few primitives will lead to new primitives
upon employing the permutation operator. Thus, the set of all
relevant primitives has to be determined once for the whole trajec-
tory, and the internal coordinates for a given permutational refer-
ence i can be efficiently calculated from these primitives. On the
basis of these internal coordinates, the tensorial VDOS evaluates to

ΘξðωÞ ¼ β

π

Z
dt e�iωt ∑

i
Æpξ, ið0Þ Kþ _sξ, ið0Þ X Kþ _sξ, iðtÞæ

ð14Þ
where K+ with G�1 = (K+)TK+ is a root of the inverse Wilson G
matrix that transforms the internal coordinates back to
Cartesians.44,57 Note here that we have employed the common
approximation57G =G[sξ,0]≈G[sξ,0(x = xξ,0

ref )]; i.e., we evaluate
G solely at the position of the reference structure xξ,0

ref and neglect
the dependence of this matrix on the internal coordinates.

What remains is to introduce a computationally practical
projection scheme to compute the probabilities pξ(t) and pξ,i(t).
Here, we choose a general form

pξðtÞ ¼
exp � 1

2σ2
c

min
i

dcðxðtÞ, xrefξ, iÞ2
 !

∑
η
exp � 1

2σ2
c
min
j

dcðxðtÞ, xrefη, jÞ2
 ! ð15Þ

where dc(x,x0) is a metric measuring the distance between x and
x0 and the sum over η in the denominator runs over all
conformations considered. In order to determine the distance
of a given frame to a conformation, we have to keep in mind its
permutational symmetries. Therefore, we take the minimum of
the distances to all possible permutational references i of a given
conformation ξ. Note that pξ(t) is properly normalized accord-
ing to eq 3 by the sum of Gaussians in the denominator.

The width of the Gaussians σc determines the width of the
switching region between two neighboring conformations. Cor-
respondingly, large values of σc lead to slow and smooth
transitions, whereas small values of σ lead to fast but possibly
noisy transitions if the system oscillates in the switching region
between two conformations. For the permutational probabilities,
we choose similarly

pξ, iðtÞ ¼ pξðtÞ
exp � 1

2σ2
p
dpðxðtÞ, xrefξ, iÞ2

 !

∑
jmax

j¼ 1
exp � 1

2σ2
p
dpðxðtÞ, xrefξ, jÞ2

 ! ð16Þ

Finally, proper metrics dc( 3 , 3 ) and dp( 3 , 3 ) between the
coordinate frames and the reference coordinates have to be
chosen. These metrics should return similar nearest-neighbor
distances

rnnξ ¼ min
η, j

dcðxrefη, j, xrefξ, 0Þ ð17Þ

for all conformations and

rnnξ, i ¼ min
j

dpðxrefξ, j, xrefξ, iÞ ð18Þ

for all permutations of a given reference, such that transitions
between two reference structures occur on similar length scales.
These length scales can then be used to choose σc and σp.

One obvious choice for dc or dp is the mass-weighted root-
mean-square deviation

dRMSðx, x0Þ ¼ min
A ∈ O 3 , t ∈ R3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

k¼ 1

mkðArk þ t� r0kÞ2

∑
N

k¼ 1
mk

vuuuuuut ð19Þ

where t is a translation and A is an orthonormal transform acting
on the atomic coordinates rk of x, thereby aligning it with x0.
Here, all internal degrees of freedom of the molecule contribute
to the distance between structures x and x0. Of course, mass
weighting can be omitted or replaced by another weighting
scheme if this seems more suitable for the specific problem.
Alternatively, one can choose a metric

dICðx, x0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
NIC

k¼ 1
akðskðxÞ � skðx0ÞÞ2

s
ð20Þ

based on a set ofNIC internal coordinates sk. The ak’s provide the
possibility to combine different kinds of internal coordinates, e.g.,
bonds and dihedrals, by weighting their contributions. The
evaluation of the internal coordinates does not require a struc-
tural alignment, and in many cases the choice of the sk is
straightforward. For example, to determine the rotation of a
methyl group, one would choose the corresponding torsional
angles connecting the protons and the carbon to the rest of the
molecule. Similarly simple internal coordinates are also found for
many typical conformational changes such as cis/trans isomer-
izations in polyens and peptides or transitions between ring
puckers of sugars.58

3. COMPUTATIONAL METHODS

As outlined in the Introduction, we consider two problems,
which are challenging to our algorithm due to fast transitions
between reference structures, either due to switching between
permutational patterns or different conformations or a combina-
tion of both.

The first illustrative example is the complete vibrational
analysis of the methyl group of isoprene. Here, we use the data
set described in paper I, comprising 41 trajectories of isoprene in
the gas phase, each spanning 25 ps of Born�Oppenheimer ab
initio dynamics.7 Initial conditions have been drawn from the
canonical ensemble at 300 K. The electronic structure was
treated by the BLYP density functional at a density cutoff of
280 Ry within the CP2k simulation package;59 details are given in
paper I.
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The second, more challenging example is the vibrational analysis
of the CH4D

+ isotopologue of protonated methane. The isolated
CH4D

+ molecule was simulated by Born�Oppenheimer MD as
implemented in the CPMD60 package. Here, the well-established
setup discussed in detail in ref 17 was employed, i.e., the Perdew�
Zunger local density approximation supplemented by Becke’s
exchange gradient correction at a plane�wave cutoff of 35 Ry, as
used in previous publications on protonated methane.15,24,28,46

Starting from canonically distributed initial conditions at a
temperature of T = 110 K, 297 trajectories have been integrated
for 10.2 ps with a time step of Δt = 0.34 fs.

Both systems have been analyzed with the program normcor,
which was extended by the algorithms described in this article.
Important parameters that have been chosen for these vibrational
analyses will be discussed along with the results.

4. RESULTS AND DISCUSSION

To illustrate the ingredients of the extended GNC algorithm,
we will lead through the vibrational analysis of the two examples
that address the aspects of permutational symmetries and permu-
tational symmetries combined with conformational changes.
4.1. Methyl Group Rotation: trans-Isoprene. We start the

discussion with the comparatively simple case of a methyl group
rotation, which switches only between chemically equivalent
minima, and one does not have to consider different conforma-
tions. Already in paper I, it was shown that the vibrational modes
of a methyl group cannot be clearly resolved if only one reference
structure is considered. Because of the low barrier of the internal
rotation of the methyl group, which is about 11 kJ mol�1

experimentally45,61 and about 10 kJ mol�1 in our calculation
employing the BLYP functional, the methyl group can easily
cross this barrier under ambient conditions. Figure 1c introduces
the atom labeling scheme and illustrates that due to the Cs

symmetry of isoprene the three methyl protons cannot be
considered equal. The two protons outside the mirror plane,
H2 and H3, are at chemically equivalent sites but differ from the
in-plane proton, H1. The rotation of the methyl group by 120�
will therefore exchange the character of the three protons, which

mathematically represents a cyclic permutation of their number-
ing. Correspondingly, two additional reference structures have to
be considered for the methyl group, which yield the protons H2
and H3, respectively, at the in-plane position occupied by H1 in
the default reference.
To discriminate between the reference structures along the

trajectory, we used the metric (c.f. eq 20)

dICðx, x0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑

j¼ 1, 3

∑
i¼ 1, 2, 3

ðγHi, CjðxÞ � γHi, Cjðx0ÞÞ2
vuut

ð21Þ
constructed from all six dihedral angles γHi,Cj across the C5�C2
bond. The permutation probabilities pξ,i(t) according to eq 16
were computed using a width σp = 15� of the Gaussians; note
that pξ(t) = 1 because only one conformation of isoprene is
considered.
Figure 1 illustrates the resulting probabilities for a selected

trajectory. The whole trajectory in Figure 1a is characterized by
long periods where only one reference structure is present.
However, during the first picosecond, enlarged in Figure 1b,
themethyl group rotates fast, and in turn, protonsH3 (red curve)
followed byH2 (blue), H1 (black), and finally again H3 (red) are
located in the mirror plane. The transitions between the refer-
ence structures occur on a time scale of only 10 fs, during which
time the probabilities switch continuously and monotonously
between zero and one. During this first picosecond of this
particular trajectory, the methyl group contains enough energy
in its rotational degree of freedom to cross the barrier between
two adjacent reference structures. Since the barriers between all
reference structures have the same height, the methyl group visits
all three reference structures in turn. When the methyl group
loses rotational energy due to couplings to other modes, its
energy does not suffice any longer for barrier crossings, and thus
the molecule gets transiently trapped in one conformation, e.g.,
during the interval from 2 to 7 ps in Figure 1a, until the methyl
group again gains enough energy from other modes to cross the
barrier. This behavior, i.e., periods with frequent switching
between the reference structures followed by longer residence
times within one reference structure, is also found in the other 40
trajectories. Thus, sufficient sampling of initial conditions from a
well thermalized trajectory needs to be carried out in order to
properly compute canonically averaged infrared spectra.
After computing the tensorial VDOS from eq 11, which

combines the contributions of the three reference structures,
and minimizing its off-diagonal norm (see paper I), one obtains
the bands of the generalized normal modes on the diagonal of ,
Θ (ω). Figure 2 compares the nine vibrational modes associated
with the methyl group obtained by (a) using a single reference
structure (i.e., plain GNC according to paper I) and (b)
considering three reference structures according to the extended
GNC method introduced here. For both cases, we have em-
ployed a RMSD fitting procedure to remove the global transla-
tion and rotation of the molecule; similar results are obtained by
using an internal coordinate transform instead (not shown).44

Already the analysis with a single reference structure in Figure 2a,
i.e., using plain GNC, shows the dominant characteristics of the
modes. However, their spectra are not singly peaked but show
sidebands at the position of other modes, which hint at a
remaining coupling that cannot be disentangled by the plain
GNC analysis. For example, the symmetric stretch (black curve)

Figure 1. Probabilities pi(t) for the three permutational references of
the methyl group of isoprene for one representative trajectory. In the
default reference (black curve), whose structure is shown in panel c,
proton H1 lies in the symmetry plane of the molecule. The other two
references are obtained by rotating the methyl group by 120�, such that
either H2 (blue curve) or H3 (red curve) is in the symmetry plane. The
upper panel a shows the full trajectory, whereas b zooms in on a part of
the first picosecond, when the methyl group rotates fast.
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located at 2950 cm�1 has a small sideband at 150 cm�1 and
seems to couple to the methyl torsion, which is also visible in the
associated normal coordinate vectors qi. To evaluate the quality
of the normal coordinates, we have computed their overlaps

ϑi ¼ jqi 3 qhi j ð22Þ
with the corresponding normal coordinates qi

h obtained from the
harmonic analysis described in paper I. Since the normal
coordinates are normalized, ϑi = 1.0 is obtained for qi = (qi

h.
The average over the nine methyl modes yields only Æϑæ = 0.25,
implying that the normal coordinates of these modes strongly
differ from the harmonic description. Only the symmetric
deformation mode shows a significant resemblance at ϑ = 0.88.
Interestingly, this mode also shows the best resolved peak in
Figure 2a with only very little coupling to other methyl modes.
In stark contrast, employing three reference structures in

Figure 2b within the extended GNC scheme completely resolves
these couplings, and only a small overlap between the two
neighboring asymmetric deformation modes near 1440 cm�1

remains. In particular, the normal modes obtained for the defor-
mation and stretching modes reflect the Cs symmetry of the
molecule, where we have indicated the modes of odd character
by a prime. Note that employing three reference structures hardly
changes the peak positions of the vibrational bands, which differ at
most by 2 cm�1 between Figure 2a and b.
The improved description resulting from using three reference

structures also shows up in their overlaps θi of the resulting
methyl normal coordinates with respect to the harmonic ones.
They are larger than 0.98 for eight out of the nine methyl modes,
thus indicating a perfect match. Only the methyl torsion around
160 cm�1 notably deviates between the extended GNC and the
harmonic description withϑ = 0.81, which is caused by a different
coupling to the torsion around the C2�C3 single bond having a
similar frequency, 151 cm�1.44

Thus, the generalization of the GNC algorithm fully resolves
the permutational symmetry of the methyl group and cleanly
identifies all modes from the AIMD trajectories. Next, we
examine the extended GNC method for a much more involved
case where, in addition, multiple conformational states have to be
considered.
4.2. Multiple Conformations: CH4D

+. Protonated methane,
CH5

+, is infamous for its vigorous scrambling dynamics, that is,
it actively travels between all minima on its shallow PES.46,47

The global minimum of the PES is of eclipsed Cs (e-Cs)
symmetry, see Figure 3a, and may be visualized as a “CH3

tripod”, which includes protons H3, H4, and H5 in Figure 3a,
to which the so-called “H2 moiety”, comprising protons H1 and
H2 marked in black in Figure 3a, is attached. The H2 moiety is
connected to the tripod via a three-center�two-electron bond,
which is significantly weaker than the covalent C�H bonds
within the tripod.46 The global minimum can be realized via 5! =
120 permutations of the protons, which all differ from the stand-
point of classical dynamics where each atom carries a unique label
or number. Most importantly, these 120 minima are connected
via extremely low barriers. The transition states between these
minima are either a staggered Cs (s-Cs) structure, that is obtained
by a rotation of the H2 moiety by 30� in Figure 3a, or a C2v

structure shown in Figure 3b. The respective barrier heights are
∼0.1 kcal mol�1 (i.e., about 40 cm�1, 0.004 eV or 50 K) and 0.8
kcal mol�1 (∼300 cm�1, 0.03 eV or 400 K) higher in energy than
the e-Cs global minimum.55 The transition over the s-Cs barrier is
termed internal (H2 moiety) rotation, and the transition over the
C2v structure is referred to as pseudorotation. From the C2v

transition state, a new H2 moiety can be formed by the atoms at
positions H2 and H3. Concomitantly, the atom at position H1
occupies the position H3 in the newly formed tripod. Together
with the complementary internal rotation, the pseudorotation
permits each atom to travel between all five binding sites, which
ultimately leads to what is often called “hydrogen scrambling”.
Isotopic substitution complicates the situation even further.

Replacing one proton by a deuteron and, thus, forming the
CH4D

+ isotopologue leads to five different isotopomers54 which
have to be considered, since the deuteron can as well reside at any
of the five binding sites. The four protons can then be distributed
in 4! = 24 ways on the remaining binding sites of each
isotopomer. Thus, vibrational analysis of CH4D

+ requires five
conformations with 24 permutations each. In order to set the
nomenclature, we classify the tripod atoms with respect to the
symmetry planeσh; namely, H4 andH5 are referred to as “out-of-
plane” atoms (or “sites”) whereas H3 is referred to as the “in-
plane” atom (site), see Figure 3a. Analogously, H2 in the H2

moiety is considered to be the “inner” atom, since it is placed
between H1 (being the “outer” atom) and the “in-plane” atom
H3, all being coplanar with C. As the isotopomers of CH4D

+ are
sufficiently classified by specifying the deuteron position, we
employ the same terminology to refer to them, e.g., inner
isotopomer is the one with the deuteron in the inner position.
Note that since the out-of-plane isotopomers differ only by their
handedness, they yield the same spectral contributions.

Figure 3. (a) The global minimum structure of the eclipsed Cs (e-Cs)
and (b) the C2v transition structure of the CH5

+ pseudorotation. In the
e-Cs structure, the atoms which form the H2 moiety are marked in black
to guide the eye.Figure 2. Localized modes Θii(ω) obtained for (a) a single reference

(as introduced in paper I) and (b) for three references within the
extended GNC algorithm introduced here. The color code defines the
mode labels and is the same for both graphs.
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The first task for our comprehensive vibrational analysis of the
CH4D

+ isotopologue using the extended GNCmethod is to split
its IR spectrum into the contributions of the different isotopo-
mers. For this purpose, we constructed the reference structures
of the isotopologues starting from the e-Cs structure with the
deuteron at the outer position. The remaining four reference
structures were obtained by pair permutations of the deuteron
coordinates with the coordinates of each proton. For the assign-
ment of the trajectory frames to the isotopomers, we employed a
metric dIC as defined in eq 20 with the internal coordinates sk and
weights ak given in Table 1.
Here, the structure is determined by all D�H and H�H

distances across the molecule, which span a range from 0.98 Å to
2.05 Å in the minimum e-Cs structure. In addition, dihedral angles
(k = 11�16) help to determine the topology of the deuteron and
protons around the carbon. The ak for the dihedral angles are
chosen smaller than those of stretches since the dihedrals vary over
a larger numerical range. With this choice, the contributions of
both types of internal coordinates are balanced in the metric.
For a proper assignment of the trajectory frames to the

isotopomers, we have to ensure that the reference structures
are well separated in the space spanned by the internal coordi-
nates, which define the metric dIC. Figure 4 displays the relative
occurrence of the distances between all 120 reference structures,
including the 24 permutational references for each isotopologue.
Most references are well separated by distances around 4.0,
which correspond to multiple pair permutations of the deuteron
and protons between the compared reference structures. Only a
few reference structures are closer together at distances around
1.0 with a minimum distance of 0.9. These closer distances result
from interchanging only the deuteron and one proton. These
nearest neighbor distances now permit us to choose a proper
value for the width of the Gaussians σc, which determines the
width of the switching region between conformations in eq 3.

Here, we choose σc = 0.1, which separates nearest neighbors by
nine standard deviations of the Gaussians. Note that choosing
σc = 0.2 hardly changes the results, and therefore, the algorithm is
robust with respect to this parameter. Furthermore, we employed
the very same metric to discriminate between the 24 permuta-
tional symmetries of each isotopomer, which we will, therefore,
not discuss separately.
The resulting probabilities of the isotopomers along the first

6 ps of a representative trajectory are shown in Figure 5a. Due to
the employed metric, the probabilities switch fast and continu-
ously between zero and one. As the close-up on the trajectory in
Figure 5b shows, the molecule resides within an isotopomer on a
time scale of only a few tens of femtoseconds, which is much
shorter than the stability of the permutational states of themethyl
group in isoprene, c.f. Figure 1. Furthermore, when we follow the
sequence of the isotopomers in Figure 5b, we first see a switching
between those three isotopomers where the tripod contains the
deuteron. These transitions are caused by the internal rotation of
the H2 moiety with respect to the tripod. At about 3.4 ps, we
observe a transition from the in-plane isotopomer to the inner
isotopomer, which indicates a pseudorotation event that ex-
changes the deuteron from the tripod with the proton from the
H2 moiety, thus yielding a HD moiety. Thus, the probabilities
obtained by our general projection procedure convincingly
reflect the scrambling dynamics of the molecule.
In order to quantify its time scales, the time autocorrelation

function of the probabilities pξ(t) averaged over all five isotopo-
mers ξ of CH4D

+ is plotted in Figure 6. The autocorrelation
function shows a clear biexponential decay behavior with the
fitted time constants of about τ1 = 58 fs and τ2 = 630 fs.
Comparing these time constants with the isotopomer dynamics

Table 1. Internal Coordinates sk andWeights ak of theMetric
dIC as Defined in eq 20 for CH4D

+a

k sk ak sk(x
0)

1 stre(1,2)/Å 1.00 0.98

2 stre(3,4)/Å 1.00 1.79

3 stre(3,5)/Å 1.00 1.79

4 stre(4,5)/Å 1.00 1.89

5 stre(1,5)/Å 1.00 1.72

6 stre(1,4)/Å 1.00 1.72

7 stre(1,3)/Å 1.00 2.05

8 stre(2,3)/Å 1.00 1.44

9 stre(2,4)/Å 1.00 1.95

10 stre(2,5)/Å 1.00 1.95

11 tors(4,C,1,5)/rad 0.33 �2.12 (�121�)
12 tors(3,C,2,1)/rad 0.33 3.14 (180�)
13 tors(3,C,4,1)/rad 0.33 2.30 (132�)
14 tors(3,C,5,1)/rad 0.33 �2.30 (�132�)
15 tors(1,C,2,4)/rad 0.33 1.32 (76�)
16 tors(1,C,2,5)/rad 0.33 �1.32 (�76�)

aReference values sk(x
0) are given for the e-Cs structure with the

deuteron at the outer position. The coordinates “stre(i,j)” refer to
distances between sites i and j. Correspondingly, “tors(i,j,k,l)” refers to
the set of dihedral angles. Note that the internal coordinates become
dimensionless through the division by the given units (Å, rad).

Figure 4. Relative occurrence of the distances between the 120
reference structures. Note that dIC is dimensionless (c.f. Table 1).

Figure 5. Probabilities pξ(t) of the five different isotopomers ξ for one
representative trajectory of isotopologue CH4D

+ akin to Figure 1. The
lower panel b zooms in on a selected time interval.
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in Figure 5b, one can deduce that τ1 is associated with the
frequent switching between isotopomers that mostly stems from
internal rotations. The slower time constant τ2 is identified by
closer inspection of Figure 5a. Here, longer time intervals are
dominated by either the inner and outer isotopomers or the in-
plane and the two out-of-plane isotopomers. Thus, τ2 describes
the exchange of the deuteron between the tripod and H2 moiety,
which is the pseudorotation of the deuteron. Obviously, the
present analysis yields classical lifetimes that are consistent with
the classical approximation to the dynamics and the computation
of the IR spectrum according to eq 2. It is noted in passing that
quantum IR spectra have been computed and quantum lifetimes
have been discussed in ref 28.
Having established the computation of the probabilities, we

can now split the computed total IR absorption spectrum
depicted in Figure 7a into the distinct spectral contributions of
all five isotopomers that contribute, which are displayed in
Figure 7b�d. Grossly speaking, three spectral regions can be
identified in the total IR spectrum depicted in Figure 7a accord-
ing to ref 24. The region up to roughly 750 cm�1 contains so-
called rearrangementmodes, i.e., theH2/HDmoiety rotation (ri)

and the pseudorotation motion (rp), which have been discussed
above. The modes between about 750 cm�1 and 1500 cm�1 can
be attributed to bending motions bx, and the modes above
1500 cm�1 are stretching modes of the H2/HD moiety and
the tripod. Particularly the latter are indicative of the different
isotopomers because of the different force constants of the
weaker bound H2/HD moiety atoms (due to three-center�
two-electron bonding) and the stronger bound tripod atoms, and
due to the large frequency shift of the corresponding stretches
upon H/D exchange. Thus, already a close inspection of the split
spectra should allow for a tentative band assignment. The lowest
stretching modes at around 1800 cm�1 are found for the outer
and inner isotopomers in Figure 7b. Correspondingly, they
should be associated with the C�D stretches of the deuteron
in the HD moiety. The next modes at 2500 cm�1 therein should
then represent the C�H stretch of the HD moiety protons, and
hence, the modes located above 3000 cm�1 belong to the tripod
protons. In contrast, the HD moiety C�D stretch at 1800 cm�1

is absent in panels c and d, which show the spectra corresponding
to the deuterated tripod, but a new band at 2750 cm�1 appears.
Therefore, one would, at first glance, assign this band to the C�D
stretches of the tripod. However, if one considers the reduced
mass ratios of a C�Hand aC�Dbond, a C�H stretch located at
around 3200 cm�1 would be expected at around 2350 cm�1

upon H/D exchange, according to a most simplistic harmonic
approximation estimate. Because a blue-shift of 400 cm�1 from
the estimate seems too large, the band at 2750 cm�1 more likely
stems from a H2 moiety stretch. Then, the lower bands below
2500 cm�1 should be associated with the remainingC�H stretch
of the H2 moiety and the C�D stretch of the tripod. Going
beyond such qualitative discussion by inspection requires one to
use the extended GNC analysis scheme, which will provide full
and unambiguous assignment of the total IR spectrum in terms of
atomic motions as demonstrated below.
Comparing the split spectra of the two out-of-plane isotopo-

mers, which only differ in their handedness and thus should yield
strictly identical spectra, one can see that not only is the overall
band structure identical, thus supporting the splitting procedure
as such, but also that merely a few peak intensities deviate slightly.
This implies both that the statistics sampled are sufficient, such
that the peak heights of the other isotopomers can also be assumed
to be converged, and that the splitting procedure works quantita-
tively. Note that although the statistics gathered for CH4D

+

(corresponding to about 3 ns of AIMD trajectory) are 3 times
those generated for isoprene, the convergence here is only compar-
able because the statistics are shared among the five isotopomers.
Finally, Figure 7a also includes the synthetic spectrum ob-

tained by resumming the isotopomer-specific split spectra
from panels b to d and weighting them by the relative occur-
rences of the respective isotopomers in the simulations ranging
from 18.6% to 21.4%. These five weights are straightforwardly
obtained from expectation values

Æpξæ ¼ 1
Ntrtmax

∑
Ntr

k¼ 1

Z tmax

0
dt pkξðtÞ, for ξ ¼ 1, :::, 5 ð23Þ

over the Ntr = 297 trajectories and satisfy ∑ξÆpξæ = 1 by virtue of
eq 3. The so-called resummed spectrum matches the total IR
spectrum as directly generated by AIMD one to one, which
confirms that the projection and splitting procedure introduced
here works quantitatively; i.e., IR intensity is neither gained nor
lost by the splitting.

Figure 6. Log-scale time autocorrelation function of the probabilities
pξ(t) averaged over the isotopomers ξ (black curve). Colored lines display
two fitted exponentials of time constants τ1 = 58 fs and τ2 = 630 fs.

Figure 7. (a) Total IR spectra of CH4D
+ as generated directly from

AIMD simulations atT = 110 K (black line) and total spectrum obtained
by resumming the five split spectra depicted in panels b�d weighted by
the relative occurrences of the isotopomers (magenta circles). The other
panels show the five isotopomer spectra obtained by the splitting
procedure: the deuteron is contained in a HD moiety in b, whereas it
is in the tripod in panels c and d, according to the color code as indicated.
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Although inspection of the split spectra seems to permit a
tentative assignment of certain modes and yields qualitative
insights into the structure of the bands as alluded to above, it is
still insufficient for the unambiguous assignment even of the
stretching modes. Thus, a quantitative assignment based on
theGNC analysis is required to fully resolve the structure of these
isotopomer spectra, as will be shown in the following. Here, we
will limit the discussion of this analysis to the stretching modes,
albeit the algorithm equally assigns the low frequency region;
see e.g. ref 24 for the discussion of all modes of the CHD4

+

isotopologue. Similar to the extended GNC analysis of isoprene,
we have employed a RMSD fitting procedure to map the
dynamics to the molecular frame of reference, the Eckhart frame,
instead of using internal coordinates for this procedure.
Figure 8 displays the IR intensities of the individual stretching

modes of the isotopomers as generated by the extended GNC
procedure. Their labels have been adopted from the nomencla-
ture introduced in ref 24 and are listed in Table 2 together with
the contributions of the leading stretching components for the
reader’s convenience. In CHnD5�n

+ , the stretching modes are
localized on either of the two subunits, i.e., the tripod or H2/HD
moiety. Thus, the modes are labeled either “m” for the two H2/HD
moiety stretches or “t” for the three tripod stretches. The sub-
script H or D indicates whether a proton or a deuteron stretch
dominates the mode, whereas the superscript refers to the
symmetry of the mode: “a”, antisymmetric; “s”, symmetric; “i”,
in-plane; and “u”, uncoupled.

In pure CH5
+ the tripod modes consist of the antisymmetric

and symmetric out-of-plane stretches (tH
a and tH

s ) and the in-
plane stretch (tH

i ), and the H2 moiety modes are the symmetric
and antisymmetric stretches, mH

s and mH
a , respectively, see

Supporting Information to ref 24 for a pictorial description
of the corresponding atomic motions. Upon partial deuteration
in the CH4D

+ case, the symmetries of the CH5
+ modes may

be lowered, and formerly (anti)symmetric modes may now
“uncouple” to yield only one dominant stretch. For instance, if
the deuteron substitutes a proton in the H2 moiety, the two
former H2 moiety modes, mH

a and mH
s , become mD

u and mH
u

modes at low and high frequencies, respectively, see Figure 8a,b
and Table 2. Notably, both the spectral contributions and the
normal modes of the tripod stretches therein remain nearly the
same and, in addition, are similar to CH5

+ (data not shown); tH
a has

the highest frequency followed by tH
s and tH

i . Note also that the
tripod and HD moiety stretches are not coupled, supporting the
adequacy of the concept of two principle structural building blocks
of protonated methane species: “H2 moiety” and “CH3 tripod”.
When the deuteron resides in the tripod, the H2moiety modes

are similar to those of bare CH5
+; note that here the symmetric

stretch mH
s is higher in frequency than the antisymmetric stretch

mH
a , see Figure 8c,d and Table 2. However, the coefficients of tD

i

and tD
u in Table 2 indicate that there is a noticeable coupling

between the H2 moiety stretches H1 and H2 to the tripod
deuteron stretches D3 and D4, as expected from the similarity of
their frequencies. When the deuteron occupies the in-plane
position within the tripod, Figure 8c, the in-plane stretch, tD

i ,
simply red-shifts, whereas the other two stretching modes tH

s and
tH
a of the out-of-plane protons retain their symmetric and anti-
symmetric character similar to isotopomers characterized by a
HD moiety or to bare CH5

+. Finally, the symmetry is again
lowered when the deuteron enters one of the out-of-plane sites,
see Figure 8d. In this case the symmetric and antisymmetric
tripod modes decouple into tD

u and tH
u modes, and tD

u moves to
the region at about 2300 cm�1 while tH

u replaces tH
a in its

frequency range. Note that the stretch coefficients of the out-
of-plane modes listed in Table 2 differ by at most 0.02 between
the two out-of-plane isotopomers. Furthermore, these coeffi-
cients are almost identical if they are determined on a much
smaller data set of only 60 trajectories, i.e., the data basis that was
used in ref 24, which reflects the good convergence of the GNCs
even if the statistics are limited. This discussion makes clear the
point that a trustworthy assignment of the IR spectrum of an
utmost floppy molecule such as CH4D

+ not only requires one to
split its total spectrum properly into the contributions stemming
from the five isotopomers but also requires a full vibrational
analysis of the latter by the extended GNC approach.
Thus, our detailed analysis confirms the capability of the ex-

tended GNC technique to treat highly nontrivial, truly multiple
reference structure cases like the CHnD5�n

+ isotopologues of
protonated methane.

Table 2. Dominant Stretch Components HX and DX to the Stretching Modes of the Isotopomers As Indicated

outer inner in-plane out-of-plane

mD
u 0.87 D1 � 0.29 H2 mD

u 0.90 D2 � 0.28 H1 tD
i 0.93 D3 + 0.36 H1 tD

u 0.91 D4 + 0.37 H2

mH
u 0.93 H2 + 0.12 D1 mH

u 0.91 H1 + 0.18 H3 mH
a 0.77 H2 � 0.55 H1 mH

a 0.68 H1 � 0.64 H2

tH
i 0.97 H3 + 0.16 H5/H4 tH

i 0.95 H3 + 0.20 H5/H4 mH
s 0.68 H1 + 0.54 H2 mH

s 0.62 H1 + 0.60 H2

tH
s 0.70 H4 + 0.68 H5 tH

s 0.70 H5 + 0.67 H4 tH
s 0.71 H5 + 0.69 H4 tH

i 0.95 H3 � 0.17 H1

tH
a 0.70 H5 � 0.68 H4 tH

a 0.70 H4 � 0.67 H5 tH
a 0.70 H4 � 0.68 H5 tH

u 0.97 H5 � 0.14 H3

Figure 8. Spectral analysis of the stretching region for the four different
isotopomers of the CH4D

+ isotopologue (recall that the two out-of-
plane isotopomers yield identical spectra). The disentangled spectral
contributions are depicted in panel a for the outer isotopomer, b for
inner, c for in-plane, and d for out-of-plane.
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5. CONCLUSIONS AND OUTLOOK

We have presented a significant extension of the generalized
normal coordinate (GNC) analysis method introduced re-
cently, which now enables the algorithm to handle multiple
reference structures for a comprehensive vibrational analysis of
molecular dynamics trajectories. These reference structures
correspond to local minima of the PES, which either define
chemically different conformations of the molecule or represent
chemically equivalent structures that result from a permutation
of atoms of the same species.

For each and every time frame of the trajectories, the pro-
babilities of the molecule to occupy either of these reference
structures are computed. Thereby, the trajectories are split into
the contributions of the references. A time correlation formal-
ism which weights the trajectory frames with the computed pro-
babilities yields split spectra that represent the contributions of
the underlying conformations to the total spectrum.Moreover, the
scheme is capable to resolve the permutational symmetries,
which permits one to compute GNCs for each conformation
and, thereby, to assign the peaks in the conformation-specific IR
spectra to atomic motion.

We have demonstrated the methodology in detail for two
selected spectroscopic problems. The first task was to cleanly
assign the vibrational modes of the methyl group of isoprene,
which rotates nearly freely at ambient conditions. In paper I, it
was shown that these modes are unsatisfactorily resolved when
one assumes a quasi-rigid molecule as in the original GNC
scheme. However, the extended GNC approach introduced
here, employing three reference structures representing the
permutational symmetry of the methyl group, fully resolves the
vibrational bands, and the GNCs of these modes comply with
the Cs symmetry of the molecule.

The second, much more demanding task was the comprehen-
sive vibrational analysis of the CH4D

+ isotopologue of proto-
nated methane, the latter being widely considered to be among
themost prominent and a truly challenging representatives of the
class of floppy molecules. Here, 120 reference structures were
needed to resolve the spectral contributions of the five isotopo-
mers (“conformations”), each covering 24 permutational sym-
metries. The analysis showed that, although the dynamics of
switching between the isotopomers occurs on a time scale as fast
as 60 fs, the algorithm is able to split the computed total IR
spectrum into physically reasonable contributions of the con-
formational states, i.e., into five isotopomer-specific IR spectra to
be assigned separately using GNCs.

Having assigned the IR spectrum of a most challenging case
such as partially deuterated protonated methane in terms of
atomic motions, we expect the extended GNC method to be
useful for the plethora of cases where a single equilibrium or
reference structure is not sufficient to understand vibrational
spectra. Last but not least, the very idea of using a dynamical
projection scheme to split trajectories and thus spectra—a poster-
iori for analysis and not a priori for generation—can be readily
transferred to other analysis schemes of response properties of
molecular systems which are based on time correlation functions
generated by (ab initio) molecular dynamics underlying theore-
tical spectroscopy in the Heisenberg picture.
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ABSTRACT: The absorption spectrum of cytosine in water has been studied by combining Car�Parrinello molecular dynamics
(MD) with a multiconfigurational perturbation theory treatment of the electronic structure. The MD simulations were performed
for four different tautomeric forms of cytosine in a unit cell with 60 water molecules. The relative energies and transition dipole
moments of a large number of excited states have been calculated on a representative sample of conformations along the MD
trajectories. In this way, the broad experimental peaks can be decomposed, and the effect of the distortions on the nature of the
excited states can be assessed. The loss of planarity of the molecule is significant, and hence, the excited states can no longer be
defined as pure n f π* or π f π* excitations. We propose an analysis to assign the different transitions according to the main
contribution. The keto N1H form turns out to be the most stable one, and the calculated spectra of this tautomer show good
agreement with experimental measurements. The mixed nπ*/ππ* character of some states leads to a significant increase of intensity
in spectral regions dominated by the dark nπ* transitions considering a planar structure.

1. INTRODUCTION

The sensibility of the DNA molecule to UV light absorption
can lead to mutations of the genetic material and eventually
carcinogenesis. However, the DNA molecule has effective mech-
anisms of deactivation to avoid genetic damage. The constituent
nucleobases of DNA have a prominent role in this process
because not only do all four bases (adenine, thymine, guanine,
and cytosine) have large absorption coefficients in the UV range
but also the monomers and base pairs show intrinsic molecular
fast decays upon electronic excitation.1,2

Even though the four nucleobases are relatively simple mol-
ecules, the understanding of their electronic structure is complex.
The DNA base cytosine is known to have multiple decay path-
ways that involve various excited states. The UV radiation of
cytosine produces primarily dipole allowed transitions to singlet
ππ* states, the so-called bright states, and dipole forbidden
transitions to singlet nπ* states at a lower rate, the so-called dark
states. Theoretical and experimental research on the potential
energy surfaces (PES) of the ground state and the lowest excited
states of cytosine have found many plausible radiationless
deactivation mechanisms for this chromophore. Nowadays, the
proposed decay pathways for cytosine include multiple internal
conversion via conical intersections (CI) at different regions of
the hyper-PES between various 1ππ* and 1nπ* states and the
ground state.3�7 A relaxation mechanism through an intersystem
crossing (ISC) to the lowest 3ππ* state has been also suggested.8

Furthermore, some decay paths involving conformational
distortions9 or excited tautomerization10 pointed out the sig-
nificant role of the structural flexibility of cytosine. These results
prove the large versatility and high efficiency of the cytosine
molecule to decay back to the ground state but, additionally, the
high complexity of its electronic structure.

At first sight, the absorption spectra of cytosine are relatively
simple. They show basically two intense and broad absorption
bands with some additional minor features depending on the

experimental conditions.11�14 A brief summary of available
spectroscopic data for cytosine is shown in Table 1. The main
bands of the absorption spectra of cytosine correspond to
transitions I (∼ 4.5 eV) and IV (∼ 6.0 eV), which are transitions
in the molecular plane assigned to ππ* excitations.15 Transitions
II and III (5�6 eV) are usually masked by the more intense ππ*
bands, with their characterization by means of experimental polar-
ization data and transition moments becoming difficult.16�18

The theoretical research of the electronic structure has put
some light into these weak absorptions. Early calculations of the
cytosine molecule using an all valence electrons self consistent
field molecular orbital with configuration interaction (SCF-MO�
CI) resulted in detailed information about the characteristics of
both the ππ*20 and nπ*21 transitions, identifying transition II at
5.2 eV as an nπ* excitation from the nonbonding orbital of the
carbonyl group. Moreover, Matos and Roos used the complete
active space self consistent field (CASSCF)method to treat the com-
plete π electronic system of cytosine. They found that the lone
pairs of the O and N atoms have a large effect on the electron
correlation of the molecule and calculated the three lowest ππ*
transition energies to be 5.6, 6.9, and 8.1 eV.17 Subsequent
calculations by F€ulscher and Roos included σ�π polarization
through the second-order perturbation theory using a CASSCF
reference wave function (CASPT2) to treat the dynamical
correlation of σ electrons. They obtained more accurate results
with this method and calculated the transition energies of four
ππ* states at 4.4, 5.4, 6.2, and 6.7 eV, a nπ* transition as the
second excited state at 5.0 eV, and a possible higher nπ*
transition at 6.5 eV.22 Petke et al. performed multi-reference
CI calculations of cytosine that led to similar conclusions for the
lowest transitions but pointed at the complexity of the higher
energy region due to spectral congestion above 5.2 eV.18
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The influence of different solvents to the electronic structure
of cytosine has been another important subject of research. The
absorption spectrum of cytosine depends on the dielectric
constant of the solvent (Table 1) and, in the case of water, on
the pH value.13,23 Furthermore, cytosine has various tautomeric
forms that can be classified on the basis of their functionalization
in three basic structures: keto, enol, and imino (Figure 1). The
population of these tautomers varies depending on the charac-
teristics of the solvent, and additionally, they have quite different
electronic properties, complicating even more the interpretation
of spectroscopic data.24 Even though various tautomeric struc-
tures can be present for a given solvating condition, the enol form
is the most stable in apolar solvents and the gas phase, while the
keto form is the most stable in polar solvents.19,25�29

There has been much effort to incorporate aqueous solvent
effects into the theoretical models of cytosine and other organic
molecules to achieve biologically relevant data.30 To simulate the

electrostatic effect of the solvent in the computational model, one
commonly includes some kind of continuum reaction-field
around the quantum system.31�35 Additionally, some explicit
water molecules can be included in the electronic structure
calculation to achieve a more accurate description of the solute�
solvent interactions.36�39 The main known effect of aqueous
solvent on the electronic structure of cytosine is a blue shift of the
n�π* transitions due to stabilization of the electron lone pairs,
which pushes the lower dark excitations to the spectral conges-
tion region.

The cytosine tautomer found in the Watson and Crick
structure of DNA is the keto form.40 However, the large capa-
bility of the nucleobases to transfer protons and the charge
transfer phenomena through the nucleobases stacks in the DNA
chain41,42 can lead to tautomerization of the DNA bases. It has
been suggested that the tautomerization of cytosine occurs
primarily through ionic structures25 and that photoinduced
tautomerization could offer extra pathways for deactivation.10,36

Moreover, work on other biologic systems like urocanic acid
showed the role that different tautomers can have on the
absorption spectrum.43 Thus, it becomes important to consider
not only the keto form of cytosine but also its other tautomeric
structures to understand the electronic properties of cytosine
related biologic systems.

The main drawback of the theoretical models described so far
is that they are limited to a static description of the system.
Although it is possible to treat different tautomers and include
solvent effects in the calculation, only ideal structures of the
molecule have been studied so far. However, cytosine is known to
be very flexible and easily loses its planarity. Molecular dynamics
simulations using the Car�Parrinello scheme explored the
conformational space of the DNA bases showing a wide range
of accessible distortions for this molecule.44 Thus, once a
cytosine molecule deviates from planarity, it is not strictly
possible to talk about π and n states and ππ* and nπ* transitions,
because σ, π, and n MOs start to mix, and the interpretation
of the single contributions to the absorption spectra becomes
difficult to perform. Nevertheless, the inclusion of the vibro-
rotational degrees of freedom on the theoretical study of
these compounds is required to achieve a good understanding
of their electronic structure. Nowadays, it is becoming a rule to
combine molecular dynamics simulations with QM/MM calcu-
lations to study biologic systems,45�49 and the cytosine molecule
is no exception.6,7,50,51Hence, this theoretical framework incorporates
the conformational evolution of the system at a given temperature
plus the effect of the solvent and sophisticated electronic structure
calculations.

The aim of the present work is to continue developing the ab
initio theoretical description of the cytosine molecule by combin-
ing Car�Parrinello molecular dynamics (Car�ParrinelloMD)52

with the complete active space self-consistent field second-order
perturbation theory (CASPT2).53,54 We study the conforma-
tional space of four tautomeric forms of cytosine in water
(Figure 1) by means of Car�Parrinello MD simulations. Subse-
quently, on a representative sample of the resulting trajectories,
we perform CASPT2 calculations to obtain an accurate descrip-
tion of the electronic structure of each conformation. The solvent
effects are incorporated on the CASPT2 step through two
solvent models, the polarizable continuum model (PCM)55

and a modification of PCM including some explicit water
molecules. The resulting data set for each tautomer is combined
to generate its absorption spectrum in water. We offer a detailed

Table 1. Summary of Spectroscopic Data for Cytosine

transition energy (eV)

spectrum medium ref I II III IV V VI

trimethyl phosphate 11 4.5 5.2 6.1, 6.7

vapor 12 4.3

water (pH = 7) 13 4.7

water (pH = 2) 13 4.5 5.9

crystal monohydrate 14 4.6

watera 16 4.7 5.3 5.6 6.2 7.7 8.1

ethanol 19 4.5 5.2 6.0
aTransitions I�IV adjusted from crystal polarized reflection spectra.
Transitions V�VI estimated from thin film spectrum.

Figure 1. Structures of four tautomeric forms of cytosine.
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view of the underlying structure of the absorption spectrum of
cytosine, comparing the two solvent models and analyzing the
large mixing observed between the different transition types.

2. COMPUTATIONAL SCHEME

In contrast to classical molecular dynamics simulations, first-
principles (also called ab initio) molecular dynamics methods
compute the forces acting on the nuclei from electronic structure
calculations (typically using the density functional theory) that
are performed as the molecular dynamics trajectory is generated
(“on the fly”). Consequently, those systems with electronic
structures that change significantly (i.e., formation/breaking of
bonds) during the dynamics can be easily handled by molecular
dynamics. The method developed by Car and Parrinello52 uses
fictitious dynamics to develop the electronic orbital functions,
which are only minimized at the beginning of the dynamics,
preventing the need for a costly self-consistent iterative mini-
mization at each time step. Details about the Car�ParrinelloMD
method and first-principles molecular dynamics in general can be
found in ref 56 and references therein.

We performed Car�Parrinello MD simulations for each
tautomeric form of cytosine considered in this work, namely
the keto N1H, keto N3H, enol, and imino forms (Figure 1). All
simulations were performed in a box with side lengths of 12.5487
Å containing 60 water molecules and one cytosine molecule. The
molecular dynamics conditions were set according to the pre-
vious work by Isayev et al.44 on cytosine in a vacuum. The core
electrons are described by Troullier�Martins normconserving
pseudopotentials.57 The electronic potential was calculated by
means of the BLYP density functional58,59 using a plane waves
basis set with a cutoff of 80 Ry. The system was first equilibrated
at 300 K and then maintained at a steady temperature with a
Nos�e�Hoover chain thermostat.60,61 All H atoms are deuterium
isotopes, to avoid the high frequency hydrogen stretchings and
be able to use a larger time step of 0.121 fs with a fictitious
electron mass μ = 700 au to improve the computational cost.62

For each tautomeric form, 100 conformational structures were

extracted from a trajectory of 2 ps. The MD simulations were
carried out with the CPMD software version 3.11.1.63

The 400 conformers selected from the Car�Parrinello MD
simulations are the ones used in the electronic structure calcu-
lations of the excited states of cytosine. To ensure the sam-
ple representativeness of this set of structures, we analyzed
the degree of puckering of their aromatic ring in terms of
the Cremer�Pople (CP) parameters,64 which offer a systematic
method to measure the distortion of each conformer and classify
them following Boeyen’s scheme.65 All structures are classified in
symmetrical nonplanar conformations based on their CP para-
meters Q, θ, and ϕ. The Q parameter serves as a measure of ring
planarity, the more planar structures being the ones with a
smallerQ. The conformers with a weighted average torsion angle
smaller than(5� are considered planar, which corresponds to Q
values smaller than 0.1 Å. Figure 2 shows the relative population
of planar structures and the pronounced loss of planarity of the
four tautomeric forms of cytosine. Only three conformations out
of 10 can be considered planar. The degree of distortion of the
four tautomers is very similar, and all of them have significantly
smaller Q values in water than in the gas phase.44 Furthermore,
the tautomeric forms with a protonated N3 ring atom show
slightly larger average distortions. This behavior could be
ascribed to a larger steric repulsion caused by the N3 hydrogen
atom on the out-of-ring heteroatoms. The other two parameters
θ and ϕ are used to identify the type of distortion of the
conformer and assign them to one of the six symmetrical forms
of a molecule with a six-membered ring. Table 2 analyzes the
proportion of the symmetrical forms between the different
tautomers of cytosine. The percentage of chair like forms is
low for all tautomers compared with the planar and boat like
forms, which are the most abundant. The presented analysis was
performed using the PLATON package.66

The aqueous solvent effects in the electronic structure calcula-
tions were computed by means of a PCM to reproduce the elec-
trostatic interaction of water with the cytosine molecule. The elec-
tronic response of the solvent upon absorption is partially defined by
the ground state properties of the solute, the so-called slow
component, and the excited final state, the so-called fast component.
Moreover, we performed a second set of calculations for all of the
structures including in the wave function some explicit water mole-
cules surrounding the cytosine molecule, in addition to the PCM
wrapping. Hence, the effect of hydrogen bonding between the
solute and closer water molecules can be incorporated into the
electronic structure. Those explicit water molecules come directly
from the Car�ParrinelloMD,maintaining their relative orientation

Figure 2. Degree of puckering of the cytosine aromatic ring for each
tautomeric form. Left: Proportion of planar structures. Right: Value of
the Q parameter for nonplanar structures.

Table 2. Classification in the Six Symmetrical Distorted and
Planar Forms of the 100 Conformational Structures of the
Four Cytosine Tautomers

relative proportion (%)

symmetrical form keto N1H keto N3H enol imino

planar 27 25 38 31

chair 2 3 1 5

half-chair 13 5 7 12

envelope 14 17 13 14

screw-boat 18 19 12 12

boat 13 14 20 16

twist-boat 13 17 9 10
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to the cytosine conformer and being selected on the basis of their
distance to the electronegative atoms of the molecule.

The two keto tautomers have three water molecules added,
whereas the enol and imino tautomers have four explicit water
molecules. This choice is based on the number of available sites
for H-bonding. We consider the interaction of water with the
functional groups and the heteroatoms of the ring. Therefore, the
keto tautomers have three main interaction sites with the solvent,
the carbonyl and amine groups and one lone pair of a N atom on
the ring. In the case of the enol and imino tautomers, we add an
additional water to maintain the balance between the two N
atoms of the ring. Figure 3 shows the relative orientation of the
selected explicit water molecules on the cytosine tautomers. Even
though each cytosine conformer has its closest water molecules
particularly oriented, they are found primarily positioned near
the lone pairs and the various functional groups, as expected. The
superposition of the water molecules extracted for all conformers
shows how the polarity of the tautomer affects the mobility of the
first solvating shell. The water molecules are significantly more
fixed along the MD simulation of the enol tautomer than for the
less polar keto forms.

The scope of this work is restricted to the lowest 9 eV region
of the absorption spectrum of cytosine, not only to cover the
largely studied first and second intense broad bands but also to
explore the higher energy features observed above 7 eV.16 Thus,
we performed CASPT2 calculations of the 12 lowest singlet
excited states of each conformer of cytosine with the two solvent
models proposed, totalling 800 electronic structure calculations.
The active space (CAS) of these calculations is formed by 14 elec-
trons in the eight π orbitals plus two nonbonding σ orbitals. This
CAS allows the description of the 1ππ* and 1nπ* transitions that
contribute most to the absorption spectra of cytosine with
an accurate treatment of the correlation from the lone pair elec-
trons17 and the σ�π polarization.22 The basis set for the cytosine
molecule is of the atomic natural orbitals (ANO) type including
scalar relativistic effects67 to obtain an optimum treatment of
correlation and polarization. The C, N, and O atoms of cytosine
have (4s,3p,2d,1f) contracted basis functions and the H atom a
(2s,1p) contracted set. The contracted basis set employed for the
explicit water molecules is (3s,2p,1d) for the O atom and (2s,1p)
for the H atom. These basis sets are large enough to describe
all considered valence states of cytosine. We performed the

Figure 3. Relative orientation of the selected water molecules on each tautomeric form of cytosine: keto N1H (top left), keto N3H (top right), enol
(bottom left), and imino (bottom right). Each graph is a superposition of the position on the moleclar plane of all water molecules chosen along the 100
conformations (dark dots). The H-bonding formed by the solvent molecules is qualitatively represented by dashed lines to the respective ideal
tautomeric structure.
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CASPT2 calculations with a shift factor of 0.20 au,68 which we
previously tested to be the minimum value to eliminate possible
intruder states. The intensity of the 11 lowest electronic transi-
tions was computed by state interaction calculations between the
ground state and all of the excited states at the CASPT2 level,
inserting the transition dipole operator into the Hamiltonian.69

The electronic structure calculations were carried out with the
MOLCAS 7 package.70,71 The resulting data from the 800 cal-
culations were statistically treated with the R package72 to gen-
erate the corresponding spectra by means of kernel density esti-
mations with Gaussian kernel functions of 0.13 ( 0.01 eV of
bandwidth (bw), depending on the characteristics of the data set.

Computer codes have been developed to automate the extrac-
tion of the target molecule(s) from the MD trajectories and to
transform this information into a readable format for the electronic
structure code. Moreover, some scripts were made to process the
large amount of data generated in the computational procedure.

3. RESULTS

We obtained the absorption spectrum of the keto N1H, keto
N3H, enol, and imino tautomers in water. For each tautomer, we
show two spectra, one using a PCM solvent model and another
with a PCM including some explicit water molecules. Both
spectra are compared and analyzed in the next sections. Addi-
tionally, to check the molecular description obtained by the
combination of molecular dynamics with CASPT2 calculations,
we show the energetic evolution of each tautomer along the
Car�Parrinello MD simulation. The energy values of spectros-
copic properties are given in electronvolts, and the analysis of the
relative energy between the four tautomers is done in kilo-
calories per mole to ease the comparison with previous studies.
3.1. Relative Stability of Cytosine Tautomers. Figure 4

shows the CASPT2 energies of the 400 conformers selected
from the Car�Parrinello MD simulations of the considered
cytosine tautomers. We compared the relative energy of the
electronic ground state of all of the structures using a PCM
solvent model of water. We did not use the solvent model
including explicit water molecules, in order to make easier the
analysis. A rigorous study of the relative stability of the cytosine
tautomers in water is out of the scope of the present work,
because it is much more complex than what we can obtain from

the present calculations. Nonetheless, this straightforward com-
parison served to check that the description of the different
tautomers offered by the combination of Car�Parrinello MD
with CASPT2 is correct.
The tautomer with the lowest energy is the keto N1H,

followed by the enol at 0.8 kcal mol�1 higher energy, the keto
N3H at 1.3 kcal mol�1, and the imino form being the most ener-
getic at 4.3 kcal mol�1. These results are in good qualitative
agreement with previous theoretical studies about the relative
stability of cytosine tautomers in water.19,32,33,36 The most stable
form in water is known to be the keto N1H, followed by the enol
tautomer. The keto N3H and imino forms are both more
unstable, but their difference in energy varies depending on the
theoretical model employed. Our results show that the energy
between the four tautomers ranges from 1 to 5 kcal mol�1. These
values are in good agreement with other theoretical studies that
obtained differences in energy smaller than 10 kcal mol�1 using
diverse methods. Such small energetic differences suggest that
the barriers of the tautomerization processes of cytosine can be
easily overcome at room temperature.73 Actually, the energetic
fluctuations of these tautomers during the MD simulation is
larger than 5 kcal/mol, each of the four tautomers being the
lowest-energy form at some point of the simulation.
3.2. Absorption Spectra of Cytosine Tautomers. The spectra

of cytosine tautomers are shown in Figures 5�9. The global ab-
sorption spectrum has been decomposed into its individual
contributions for each transition type, the ππ*, nOπ*, and/or
nNπ*. Since the wave function describes the complete electronic
system involved in this kind of excitation, we know in detail the
characteristics of those excited states. However, the classification
of transitions between the ππ* and the nπ* is not straightfor-
ward. Once the molecule becomes distorted, it is not strictly
possible to talk about the symmetric features of the planar struc-
ture. TheMOs can mix formal aromatic π orbitals with σ orbitals
to some degree. Moreover, the MO approach employed in these
calculations is intrinsically delocalized, which can result in non-
bonding σ orbitals spanning over two atoms with lone electron
pairs. Therefore, the breakdown of the total absorption spectrum
has been done by thoroughly analyzing the contributions to the
orbitals in the CAS and by a population analysis of the atoms in
the excited states.
We started by identifying all of the active orbitals of each

conformer by means of their atomic orbital coefficients. We
focused on finding the nonbonding orbitals of the corresponding
O and N atoms with lone pairs. No attempts were made to
classify the remaining π orbitals. The deviations from the strict π
symmetry of the planar geometry are significant, making it too
complicated to discriminate between the ππ* transitions. The
next step consisted of distinguishing those electronic transitions
that significantly change the population of the nonbonding
orbitals. We set a minimum criterion for the nonbonding orbitals
of 0.4 electrons for the difference between the ground state and
the excited state to accept those transitions as nπ* excitations.
The rest of the transitions were assigned to ππ*.
It must be noted that in the nonideal conformers taken from

the simulation, the composition of the 12 lowest states is not
equal for each structure of a single tautomer. The proportion of
nπ* and ππ* transitions varies from one structure to another,
resulting in a total number of different transitions found along
the series of conformers to be larger than 11. Depending on the
structural distortions of the conformer, it can show either a com-
plete lack of nπ* transitions or more nπ* than ππ* excitations.

Figure 4. Ground state energy of the 400 conformers extracted from
the Car�Parrinello MD simulations. Results fromCASPT2 calculations
using a PCM solvent model for water. The reference energy has been set
to the average energy of the keto N1H tautomer. Horizontal lines
represent the average energy of each tautomeric form.
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Keto N1H Tautomer. Figure 5 shows the computed absorption
spectra of the cytosine keto N1H tautomer in water. We have
identified eight ππ*, four nOπ*, and three nNπ* transitions along
all conformers of this tautomer. The number of these transitions
is independent of the solventmodel employed. The explicit water
molecules cause a slight blue shift of ∼0.2 eV on all transitions
except for a few ππ* of the high absorption band that remain
stable. The major effect of the inclusion of the water molecules in
the calculation is a large increase on intensity of some nOπ*
excitations. These nOπ*’s are located in the region of spectral
congestion around ∼6 eV, where the most intense ππ* transi-
tions occur. This characteristic suggests that the water molecules
could favor the π character of these transitions, increasing the
overlap between the involved states and, consequently, increas-
ing their absorption. Additionally, the three water molecules
improve the description of the highest excited states, reducing
the mixing between the ππ* and nOπ* transitions observed at
9 eV in the PCM spectrum.
There are four pure ππ* bands in the spectrum of the keto

N1H, the first absorption band located at 4.5 eV and the two
peaks at 7.7 and 8.1 eV, which mask a fourth transition at 8.4 eV.
The other spectral features that can be unequivocally assigned to
single excitations are two optically nearly inactive transitions, a
nNπ* at 6.9 eV and a nOπ* at 9.2 eV. The remaining electronic
transitions appear in the high absorption band at∼6 eV, which is
formed by a mix of various absorptions. The transitions observed
can be grouped into three main bands that correlate rather well

with the bands identified by Zaloudek et al.16 Transition II has
contributions of all three types of excitations. Transition III is
quite intense and formed equally by ππ* and nOπ* absorptions,
and transition IV is raised basically by two ππ*, which seem to
correlate to the E1u state of benzene, as suggested by Tinoco and
Clark.11 Furthermore, transition I clearly corresponds to the first
ππ* band at 4.5 eV. In the higher energy region, we observe three
ππ* transitions that match very accurately in energy and band
morphology to transitions V, formed by one ππ*, and transition
VI, formed by two ππ*. Even though the computed spectrum is
much more complicated than previously expected, it has very
good agreement with the experimental data of this tautomer.
We performed a second analysis of the absorption spectrum of

the keto N1H tautomer to confirm the results obtained by the
classification of transitions previously made. We calculated in
intervals of 0.2 eV the percentage of absorptions assigned to
each type of electronic transition considered for the keto N1H
form, the ππ*, nOπ*, and nNπ*. Additionally, we computed the
population of the O and N atoms with lone electron pairs,
namely the O2 and N3 atoms, by means of the LoProp par-
titioning scheme.74 Figure 6 shows a graphical representation of
both data for comparison. The charge variation on the N atom
correlates well with the regions of the spectrum with large
contributions of nNπ* transitions, the region between 5 and 6
eV, and the nNπ* transition at 6.9 eV. Moreover, the agreement
between the charge gains of the O atom and the assignments
of nOπ* transitions performed is also good. The larger charge
gains forO are found primarily in the 5�6 eV region and at energies
higher than 9 eV, where the nOπ* bands have been identified. The
nonzero charge gain for O in some regions of the spectrum
dominated by ππ* transitions is due to the π orbital of the O atom,
which usually forms a MO localized on the carbonyl group. There-
fore, the ππ* transitions involving that π MO will produce
significant changes in the charge of the O atom. This is not the
case for the N atom, which will delocalize the charge to some part

Figure 5. Computed absorption spectra of cytosine keto N1H tauto-
mer. Result from 100 conformers using a PCM solvent model (bottom)
and, additionally, with three explicit water molecules (top). Density
estimation with Gaussian kernel functions (bw = 0.14 eV). Roman
numbers on top mark the experimentally observed features.16

Figure 6. Analysis of the absorption spectra of cytosine keto N1H
tautomer with three explicit water molecules. The colored graphs behind
the spectrum show the percentage in intervals of 0.2 eV of each type of
transition, and the graph on the upper part shows the LoProp population
analysis on the O and N atoms with lone pairs.
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of the pyrimidine ring. This comparison shows that the breakdown
performed on the absorption spectra is valid.
Keto N3H Tautomer. Figure 7 shows the computed absorption

spectra of the cytosine keto N3H tautomer in water. This
tautomer has one fewer nOπ* transition compared with the keto
N1H. We have identified eight ππ*, three nOπ*, and three nNπ*
transitions in total. The number of these transitions is indepen-
dent of the solvent model employed. The inclusion of explicit
water molecules in the calculations of this tautomer does not
affect much its electronic structure. The nπ* transitions are
slightly blue-shifted by ∼0.3 eV, while the ππ* transitions are
in general lowered by ∼0.2 eV. Qualitatively, the main effect of
treating the hydrogen bonds is a larger differentiation between
the different types of transitions that form the second band of the
spectrum and a small shrinking of the main absorption band.
However, we do not observe a high increase in intensity of any
nπ* transition, as was the case for the keto N1H form; this is
ascribed to the small amount of nπ* excitation in the main ππ*
band region.
The first band on the spectrum of the keto N3H tautomer is

formed solely by transitions of the ππ* type. The second
observed band shows a more complex structure, composed
primarily by one nOπ* with relatively high intensity, mixed with
two ππ* transitions. On the red edge of the second band, there
is a nNπ* transition that does not contribute to the absorption.
Similarly, in the optically inactive region between the second and
third band, there are dark transitions of all types. The high absorption

band of this spectrum has a maximum plus two shoulders at higher
energies of decreasing intensity; all of these features are caused by
intense ππ* transitions.
Enol Tautomer. Figure 8 shows the computed absorption

spectra of the cytosine enol tautomer in water. The spectral
analysis of this tautomeric form is simpler compared to the keto
and imino forms. There are no nOπ* transitions, and only one
type of nNπ* can be considered because the lone pairs of the two
N atoms are indistinguishable. Accordingly, six ππ* and six nNπ*
transitions are identified along all enol conformers. The inclu-
sion of explicit water molecules produces small blue shifts on
some nNπ* transitions and small red shifts of some ππ* transi-
tions, in line with the results of the previous tautomers. The
largest effect is found in the third ππ* transition at the beginn-
ing of the high absorption bands which forms a new visible band
at 6.4 eV. Moreover, the nNπ* transitions located in regions of
the spectrum with a large number of intense ππ* transitions, like
the second band at 5.5 eV and the two high absorption bands
found between 6.5 and 8.0 eV, experience a significant gain of
intensity upon inclusion of the water molecules in the CASPT2
calculation. Similarly to the other tautomers, this phenomenon
arises from an increase of the π character of these transitions,
increasing the overlap between the ground state and the involved
excited state.
The peaks of absorption of the enol tautomer spectrum are

well-defined and have contributions from few transitions,
easing their assignments. The first and fifth absorption bands,

Figure 7. Computed absorption spectra of cytosine keto N3H tauto-
mer. Result from 100 conformers using a PCM solvent model (bottom)
and, additionally, with three explicit water molecules (top). Density
estimation with Gaussian kernel functions (bw = 0.12 eV). Roman
numbers on top mark the experimentally observed features.16

Figure 8. Computed absorption spectra of the cytosine enol tautomer.
Result from 100 conformers using a PCM solvent model (bottom) and,
additionally, with four explicit water molecules (top). Density estima-
tion with Gaussian kernel functions (bw = 0.14 eV). Roman numbers on
top mark the experimentally observed features.16
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at 4.8 and 7.7 eV, respectively, can be assigned to pureππ* bands.
Instead, the second band is caused primarily by nNπ* excitations.
The complexity of this spectrum increases for the third and
fourth bands, at 6.4 and 6.9 eV, which appear as a mix with similar
weights of both types of transition. Furthermore, there are some
features which are masked in the spectrum. Located at 7.3 eV, in
the valley between the two high absorption peaks of the fourth
and fifth bands, there is a nNπ* band of lower intensity but that is
optically active. The rest of transitions do not contribute to
absorption, like the excitations found at ∼9 eV.
Imino Tautomer. Figure 9 shows the computed absorption

spectra of the cytosine imino tautomer in water. We have
identified eight ππ*, three nOπ*, and three nNπ* transitions
along all conformers. This tautomer shows the largest change
upon the addition of explicit water molecules in the solvent
model. The basic morphology of the spectra is formed by three
peaks of increasing intensity, which are present in both solvent
models. However, the inclusion of water molecules into the
imino tautomer forms a fourth band in the higher energy region
of the spectra. This band appears by the concentration of ππ*
transitions that otherwise are found as a disperse cloud in the
PCM spectrum. There is a relatively large blue shift of a ππ*
excitation from 7.1 eV in PCM to 8.0 eV including four waters.
Moreover, there is also a red shift of another intense ππ*
transition from 8.9 to 8.5 eV. These intense absorptions are
the main peak and shoulder of the fourth band. Additionally, the
inclusion of water molecules to the imino form has two effects

that we already observed in the other tautomers. The first one is
the increase in absorption of some nOπ* excitations located in the
most intense band, due to an increase of their π character that
leads to a larger overlap between the involved states. The second
one is a higher differentiation between the transitions that
contribute to each absorption band, which in this case is observed
along all of the spectrum.
The first band on the absorption spectrum of the imino

tautomer is a pure ππ* band. However, the source of these
excitations is not the πMO on the carbonyl group as for the two
keto tautomers. Instead, they involve aπMOmainly localized on
the amine group. These transitions are identified as nNπ*
excitations in the spectrum without explicit water molecules.
The hydrogen bonds formed with surrounding solventmolecules
stabilize the lone pair in the N atom, increasing the ππ* character
of the lowest electronic excitations and pushing the first nNπ*
transitions into the second absorption band. This band is formed
by a mix of three transitions, each one of a different type, that
contribute in the same proportion to the total absorption.
Subsequently, an optically almost inactive ππ* transition is
identified at 6.1 eV. The third band is the most intense feature
in the imino tautomer spectrum. One ππ* and one nOπ*
transition are themain excitations behind this band. Additionally,
there is a weak ππ* transition that produces a shoulder on the
end of the third band. There are two dark transitions masked by
the intense absorption, a nNπ* at 6.7 eV and a nOπ* at 7.0 eV.
Furthermore, a small peak appears in the valley between the third
and fourth bands caused by a nNπ* transition at 7.4 eV. The high
end of the spectrum shows a low absorption produced by a nOπ*
transition.

4. CONCLUSIONS

We have successfully combined the Car�Parrinello MD
method with CASPT2 calculations to describe the absorption
spectrum of four cytosine tautomers (Figure 1). We explored the
conformational space of these tautomeric forms in water, ex-
tracted a representative sample of 100 conformers for each
tautomer and studied their electronic structure with an efficient
treatment of electron correlation. The wave function based
calculations included the solvent effects through a PCM for
water and some additional explicit water molecules. From the
resulting data set, we built the spectrum of each tautomer and
analyzed their underlying structure.

The computed absorption spectrum of the keto N1H tauto-
mer has a very good agreement with previous experimental data
(Figure 5). The combination of Car�Parrinello MD and
CASPT2 generates a theoretical spectrum of cytosine that
reproduces not only the energetics but also the bandwidths
and intensities of the spectral features. The analysis of the
calculated excitations makes it possible to identify them by their
characteristics and describe the different individual contributions
to the spectrum. The six observed transitions in the experimental
spectrum are formed by a total of 15 transitions, which are
grouped to give rise to the six experimental absorptions. The
difference in energy between the calculated and the experimental
bands is very low, on the order of 0.1 eV. A comparison with the
LoProp population of theO andN atoms with lone electron pairs
proved the classification of the different transition contributing
to the spectrum to be correct (Figure 6). Additionally, following
the same procedure performed on the keto N1H tautomer, we
computed and analyzed the absorption spectra of the other three

Figure 9. Computed absorption spectra of cytosine imino tautomer.
Result from 100 conformers using a PCM solvent model (bottom) and,
additionally, with four explicit water molecules (top). Density estima-
tion with Gaussian kernel functions (bw = 0.14 eV). Roman numbers on
top mark the experimentally observed features.16
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tautomers. All of them show similar characteristics to the keto
N1H tautomer but with significant differences on their spectrum
composition.

The results obtained confirm the complexity of studying the
cytosine molecule. Even though it is a relatively small molecule,
its flexibility and tautomerization phenomena impose the use of
dynamical techniques to cover vibro-rotational degrees of free-
dom that are not accessible from static approaches. Moreover,
the increased complexity also affects the electronic structure and
its analysis. Each tautomer shows different electronic properties
which require an individualized study of them. The absorption
spectra are formed by various transition types, which we classified
in nOπ*, nNπ*, and ππ* excitations. These archetypical transi-
tions can mix due to the conformational distortions that break
the planar symmetry of the ideal cytosine molecule.

The effect on the absorption spectrum of the hydrogen bonds
between cytosine and solvent molecules is to shift both nπ* and
ππ* transitions. However, there is not a clear trend on the change
produced in the absorption energies. The nπ* transitions are
usually blue-shifted, but the effect on ππ* transitions is very
variable. We observe that the hydrogen bonds combined with
the structural distortions of the conformer can favor even more
the mix between excitations involving a nonbonding MO with
those involving a π MO. Some nπ* excitations experience a large
increase of intensity due to their increased π character. This
behavior shows that once the conformational distortions are
incorporated into the theoretical model, it is no longer possible
to get pure transitions of one single type. Thus, there is no simple
description of the electronic structure of cytosine, even though its
molecular structure and absorption spectra can look simple.
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ABSTRACT: For range-separated hybrid density functionals, the consequences of using system-specific range-separation
parameters (γ) in calculations of optical rotations (ORs) are investigated. Computed ORs at three wavelengths are reported for
methyloxirane, norbornenone, β-pinene, [6]helicene, [7]helicene, and two derivatives of [6]helicene. The γ parameters are
adjusted such that Kohn�Sham density functional calculations satisfy the condition�εHOMO(N) = IP. For β-pinene, the behavior
of the energy as a function of fractional total charge is also tested. For the test set of molecules, comparisons of ORs with available
coupled-cluster and experimental data indicate that the γ “tuning” leads to improved results for β-pinene and the helicenes and does
not do too much harm in other cases.

1. INTRODUCTION

Quantum-chemical methods based on Kohn�Sham density
functional theory (DFT) and its time-dependent extension
(TDDFT)1�4 have proven to be valuable tools in a broad variety
of scientific fields including chemistry, biochemistry, physics,
material sciences, spectroscopy, and catalysis.5�16 Despite their
widespread popularity and great success in determination of
properties for a wide variety of systems, several problems have
been established in practical calculations that can be traced to the
spurious electron self-repulsion present in commonly used
approximations.17�23 In particular, many conventional general-
ized gradient approximations (GGA) and hybrid GGA exchange-
correlation (XC) functionals fail in a qualitative and quantitative
description of diffuse valence and Rydberg states as well as
charge-transfer excitations due to incorrect asymptotic behavior
and deficient long-range exchange. These issues affect computed
molecular response properties, such as polarizabilities and optical
rotations, to varying degrees ranging from insignificant to severe.
Apart from early methods for treating self-interaction and
recovering asymptotic behavior,24�27 a conceptually straightfor-
ward approach that has been proposed is the use of range-
separated (long-range corrected, LC; Coulomb-attenuatedmethod,
CAM) functionals.28�31 As has been shown, such functionals offer
remedies for origin problems.32�40

In range-separated hybrid DFT the electron repulsion
entering the exchange term of the Kohn�Sham energy func-
tional is split into long-range and short-range parts by using for
example the standard error function as in the Coulomb-attenu-
ated method (CAM) of Yanai et al.30

1
r12

¼ α þ β erfðγr12Þ
r12

þ 1� ½α þ β erfðγr12Þ�
r12

ð1Þ

Here, α and β are dimensionless parameters satisfying the
relations 0 e α + β e 1, 0 e α e 1, and 0 e β e 1. They

quantify the importance of the HF/DFT contribution in the
short-range/long-range region. At r12 close to 0, the fraction of
HF exchange is α, and its DFT counterpart is 1 � α. As r12 gets
larger, the exchange is increasingly described by the HF expres-
sion rather than through DFT, approaching a fraction of α + β
with r12 approaching ∞. The range-separation parameter γ (in
a0

�1 units) determines the balance of DFT to HF exchange at
intermediate r12, governing how rapidly the long-range limit is
attained. A smaller/larger value results in slower/faster re-
placement of DFT exchange by its HF counterpart with an
increase in interelectronic distances. For β = 0, the fraction of HF
exchange is α over the whole range, which corresponds to
conventional (global) hybrids. With α = 0 and β = 1, the original
LC approach of Iikura et al.28 is reproduced, in which short-range
exchange is represented purely by a local potential derived from
the LDA or the GGA approximations. Fully long-range corrected
functionals require α + β = 1. The popular functional CAM-
B3LYP does not fully switch to 100% HF but gives only 65% of
exact exchange at large interelectronic distances with α = 0.19
and β = 0.46 parameters determined through a fit to the
atomization energies of a standard set of molecules.30

As benchmark studies have shown, the performance of long-range
corrected functionals is sensitive to the parametrization.34,35,41�44

In particular, a strong dependence of calculated ground- and excited-
state properties on the range-separation parameter has been revealed.
Inmost implementations,γ is adjusted in order tominimize aver-
age errors in equilibrium distances, atomization energies, barrier
heights, ionization energies, and/or other ground-state proper-
ties of a test set of molecules and treated as a universal constant
for subsequent computations. Typical γ ranges from 0.30 to 0.50
a0

�1 with recommended values of 0.33,29 0.40,28,33 0.47,45 and
0.50, depending on the functional.32,37 The optimal value differs,
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however, for the properties of interest as well as for the specific
systems being studied.41,43 A practical, physically motivated
method for determining system-specific range-separation param-
eters has been recently suggested by Livshits and Baer in ref 37,
utilized in refs 46�48. The suggested tuning procedure is based
on the requirement that in exact Kohn�Sham theory, the
negative of the energy of the highest occupied molecular
orbital (HOMO) in the N electron system is equal to the
ionization potential (IP) calculated as a ground-state energy
difference

� εHOMOðNÞ ¼ IP ¼ EgsðN � 1Þ � EgsðNÞ ð2Þ
Accordingly, γ can be adjusted to a given molecular system by
minimizing

ΔEðγÞ ¼ εHOMOðN; γÞ þ ½EgsðN � 1; γÞ � EgsðN; γÞ� ð3Þ
Above, the assumption is made that the same γ is appropriate for
both the N and the N�1 electron systems. The tuned
LC-(TD)DFT approach has been already successfully applied
to several problems considered until recently as too difficult for
DFT23,46�52 with the γ value varying substantially with the
system under consideration. For example, for simple inorganic
molecules, the optimal γ range is from 0.3 a0

�1 for Li2; through
0.5 a0

�1 for CH2O and NH3 to 0.7 a0
�1 for HF, O2, and F2; and

0.8 a0
�1 for P2.

37,51 In all of these studies, the long-range
corrected Baer, Neuhauser, and Livshits (BNL) functional31,37

was utilized. Herein, we adopt the γ tuning procedure in its
original, simplest form37 for other popular range-separated
functionals and apply it in optical rotation calculations that were
found to be notoriously challenging for TDDFT.

An alternative, related way of improving a functional in a
system-specific way is to enforce the correct behavior of the
energyE as a function of the electron numberN,36,53 which is also
sometimes referred to as the straight line theorem:54 The energy
of an atom or molecule as a function of N changes linearly for N
varying between two integers. The slope of E(N) changes
discontinuously as N passes through integers (derivative dis-
continuity). For instance, as N passes through the electron
number of a neutral atom, the slope of E(N) changes from
�IP (ionization potential) to �EA (electron affinity). As an
example, Vydrov et al. used the straight line criterion to assess the
quality of the LC-ωPBE functional in comparison with standard
GGAs and hybrid GGAs;36 see also the Supporting Information
(SI) accompanying this article (Figure S4). Similarly, Cohen
et al.53 and Tsuneda et al.55 examined the energy for fractional
charges with other range-separated functionals.

Optical rotation (OR) has been established as a valuable tool
in the determination of the absolute configuration (AC) of chiral
molecules. The protocol employs a comparison of a measured
OR for a candidate stereoisomer with theoretical predictions for
a known absolute configuration.56�62 To effectively utilize such a
method, however, a robust and reliable approach to predicting
optical rotations from first principles need to be applied. On the
basis of studies by Stephens et al.,63 the B3LYP hybrid functional
with the aug-cc-pVDZ basis set based on geometry optimizations
with the 6-31G(d) basis is often considered the standard proto-
col for OR calculations. The robustness and limitations of this
level of theory have been explored in many benchmarks.60,64,65

Expected improvements for a description of Rydberg and charge-
transfer states offered by range-separated functionals as com-
pared to standard (global) hybrids and GGAs prompted us

recently to pursue a benchmark study (OR45) in order to
examine the performance of such functionals in OR calculations
for a diverse set of molecules ranging from small organic systems
to organometallic complexes.66 The intimate relation between
the OR and the excitation spectrum implies that better perfor-
mance of LC functionals should be observed. Our results,
however, showed that, on average, the two range-separated
functionals (LC-PBE0 and CAM-B3LYP) do not outperform
their global hybrid counterparts for the OR45 test set.66 This
finding does not necessarily indicate a failure of the range-
separation concept itself but may rather imply the need of ab
initio-motivated molecule-specific reparametrization of the cur-
rently used LC functionals. The fact that a partial or full long-
range correction was established to be beneficial in selected cases
seems to corroborate this conclusion.66 For instance, for nor-
bornenone, the OR calculated with LC-PBE0/aug-cc-pVDZ was
found to be close to coupled-cluster (CC) reference data and
very different from the B3LYP result. The correct sign of the OR
of β-pinene, a notoriously difficult case for computations, was
also reproduced at this level of theory with the corresponding
magnitude close to a gas-phase value interpolated from experi-
mental data. Accordingly, taking into account the promising
performance of tuned range-separated XC functionals in many
types of computations,49 and for Rydberg and charge-transfer
excitations in particular, in the present study we examine such an
approach to calculations of optical rotation for selected mol-
ecules of the OR45 benchmark differing in size and type of
chromophores (Figure 1). The list of functionals studied herein
includes LC-PBE and LC-BLYP, as well as the hybrids, LC-PBE0
andCAM-B3LYP (in its default and amodified parametrization).
For literature references and parametrization details, see section 2.
For the test systems, diffuse valence and Rydberg states
(heterocycles, bicycles) and ‘charge-transfer-character’ excita-
tions (helicenes), as postulated for linear and nonlinear poly-
cyclic aromatic hydrocarbons,48,67 can be expected to con-
tribute significantly to the OR, and thus a tuned TDDFT
approach, ensuring their accurate description, should be espe-
cially advantageous.

In the following, we first provide additional technical details
regarding the computations (section 2). Optical rotations ob-
tained with tuned and nontuned functionals are reported along
with experimental and CC reference data in section 3. A detailed
analysis of the performance of fully long-range corrected func-
tionals is provided, followed by a discussion of the behavior of

Figure 1. Molecular structures and absolute configurations of the
systems studied herein.
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Coulomb-attenuated hybrids. A test of various XC functionals for
a systemwith fractional electron numbers is also presented in this
section. Finally, a brief summary and an outlook is given in
section 4. The γ tuning appears to help with the ORs of β-pinene
and the helicenes. In the other cases, when considering variations
among the highest level calculations available in the literature, the
results do not significantly deteriorate when a tuned γ parameter
is used. On the basis of these findings, the tuning procedure can
be cautiously recommended for applications to electronic optical
activity.

2. COMPUTATIONAL DETAILS

Calculations were carried out for the molecules shown in
Figure 1 in the absolute configurations as indicated, with the
exception of 2-alkynyl[6]helicene. For this system, computations
for the optical antipode were performed, and the corresponding
optical rotations are reported here with the opposite sign of the
ones calculated. The γ tuning procedure was performed for
methyloxirane, norbornenone, β-pinene, and two helical systems,
2-alkynyl[6]helicene and [7]helicene. OR computations include
also two other helicenes, [6]helicene and 2-bromo[6]helicene.
Optimized structures for all of the systems studied here were taken
from ref 66. Symmetry was not explicitly utilized in the calculations.

The computations were performed with a locally modified
developer’s version of the Northwest Computational Chemistry
(NWChem) package68,69 using the augmented correlation-
consistent Dunning basis set, aug-cc-pVDZ.70,71 Functionals
examined in this work include long-range corrected variants of
PBE72,73 and PBE0,74,75 labeled here as LC-PBE (γ = 0.30 a0

�1,
α = 0, β = 1) and LC-PBE043 (γ = 0.30 a0

�1, α = 0.25, β = 0.75),
and two parametrizations of the Coulomb-attenuated version of
B3LYP:76�79 CAM-B3LYP in its original parametrization with
α + β = 0.65 (γ = 0.33, α = 0.19, β = 0.46)30 and a fully long-range
corrected modification, LC-B3LYP, with α = 0.19 and β = 0.81,
α + β = 1.0. Some computations utilized the LC variant of
BLYP,76,77 LC-BLYP (γ = 0.33 a0

�1, α = 0, β = 1). In
parentheses, the default parametrization of each functional as
recommended in the NWChem manual is given. For compar-
ison, OR calculations were carried out with B3LYP andHartree�
Fock (HF) as well. The ab initio system-specific determination of
range-separation parameter γ was performed via minimizing the
function given by eq 3. In single-point ground-state calculations
of neutral and corresponding cation radical systems, an energy
convergence threshold of 10�10 au was applied for all molecules
with the exception of 2-alkynyl[6]helicene, for which 10�7 au
was used.

For tests of the energy as a function of noninteger electron
numbers, fractional orbital occupations and fractional total elec-
tron numbers were implemented in a developer’s version of
NWChem. Details will be provided elsewhere. The code was
verified by a comparison of E(N) for the carbon atom calculated
with Hartree�Fock and various density functionals with refer-
ence data from the literature.36 See the SI (Figure S4) for a plot of
E(N) for carbon.

Optical rotation (OR) calculations were carried out with a re-
cently developed TDDFT linear response module (“AOResponse”)
implemented in NWChem80,81 and utilized the GIAO dipole
length gauge to ensure origin invariance of isotropic ORs. The
optical rotation parameters were computed at the sodium line
wavelength λ = 589.3 nm (ω = 0.07732 au), as well as λ = 355
(ω = 0.128 au) and 633 nm (0.0720 au) to compare with available

OR data from gas-phase cavity ring-down polarimetry (CRDP)
measurements82�84 and coupled-cluster data from the literature.The
“xfine” integration grid was employed in numerical integrations
of the XC potential and the XC response kernel. Convergence
criteria were set to 10�10 au and 10�6 au for the SCF and coupled
perturbed Kohn�Sham (CPKS) procedure, respectively. A de-
fault parameter of 10�5 au was used in the computations to re-
move linearly dependent basis function combinations.

Optical rotations are discussed herein in terms of molar
rotations (MRs), [ϕ]. The calculated molecular OR parameter
β can be converted to the observable specific rotation (excluding
local field corrections or concentrations effects) via

½α� ¼ 7200 deg
ω2NA

c2M
βðωÞ

and further to molar rotation by

½ϕ� ¼ ½α� M
100

In the equations above, the “circular” frequency of the perturbing
field ω is in units of s�1; β(ω) is in units of cm4. Further, NA, c,
andM are Avogadro’s number, the speed of light (in cm s�1), and
the molecular weight (in g mol�1), respectively. The units of [α]
and [ϕ] are deg/[dm (g/cm�3)] and deg cm2 dmol�1, respec-
tively. To put our results in perspective, where available we have
included both experimental as well as coupled-cluster results
reported in the literature, converting specific rotations given in
each case to molar rotations. For brevity, range-separation param-
eter units of a0

�1 and molar rotation units of deg cm2 dmol�1 are
frequently dropped from here on.

3. RESULTS AND DISCUSSION

3.1. Fully Long-Range Corrected Functionals Applied to
OR Calculations.The calculatedΔE as a function of γ according
to eq 3 for methyloxirane, norbornenone, and β-pinene using the
aug-cc-pVDZ basis set and the fully long-range corrected func-
tionals LC-PBE, LC-PBE0, and LC-B3LYP are graphically pre-
sented in Figure 2. A γ range from 0.1 to0.5 a0

�1 was considered
in each case. For norbornenone, some calculations with LC-
PBE0 and LC-B3LYP with γ close to 0.5 failed to reach SCF
convergence for the radical cation, and the corresponding data
points in Figure 2 have been omitted. The numerical values of
ΔE(γ) are collected in Tables S1�S3 of the Supporting In-
formation (SI).
ΔE(γ) changes considerably within the γ ranges shown in

Figure 2. In each case, however, a particular value of γ can be
found below 0.4 a0

�1, for which the condition ΔE(γ) = 0 is
satisfied. In the following, the values of the range-separation
parameter rendering a very small (close to 0) ΔE(γ) and
corresponding to the (ionization from the HOMO) minimum
are denoted as the optimal values γ*.
The system-specific range-separation parameters differ from

the global ones (0.30 for LC-PBE and LC-PBE0, 0.33 for LC-
B3LYP) to varying degrees, with deviations ranging from 0.02 to
0.11. For the LC hybrids, the γ* values are always decreased
compared to the universal γ parameters, which implies that the
contribution of exact exchange at short-range in such cases is
smaller than assumed on the basis of the universal γ. The change
is especially pronounced for β-pinene (0.11 difference). In
the case of LC-PBE, the γ tuning has mixed directions, with
γ* decreased with respect to the universal value for β-pinene



248 dx.doi.org/10.1021/ct200764g |J. Chem. Theory Comput. 2012, 8, 245–256

Journal of Chemical Theory and Computation ARTICLE

(by 0.04) but increased for norbornenone (by 0.02) and
methyloxirane (by 0.08). In all cases, the smallest γ* is deter-
mined for β-pinene and the largest for methyloxirane.
The corresponding molar rotations (MRs) at 355, 589, and

633 nm calculated using individually tuned γ* and universal
(empirically fitted) γ values are listed in Table 1 for LC-PBE and
LC-PBE0 and in Table 2 for LC-B3LYP. For each molecule,
experimental data and optical rotations obtained from approx-
imate correlated wave function theories (CCSD and CC2) are
provided as well.
There are many possible factors determining a reliable and

accurate theoretical prediction of optical rotation within a given
level of quantum-chemical methodology, among which the in-
trinsic quality of the electronic structure, conformational aver-
aging, vibrational corrections, and solvent effects are of the
highest importance. Since we have not included vibrational
corrections and solvent effects in the calculations, it is more
reasonable to assess the performance of the DFT methods by
comparison with gas-phase single-point results from the best avail-

able wave function based ab initio methods, for instance, coupled-
cluster theory, rather than experimental solution data. As refer-
ence data, we have chosen the recent CCSD results of ORs by
Mach and Crawford85 calculated with a modified velocity gauge
(MVG)86 and aug-cc-pVDZ basis set used in our study. In the
case of norbornenone and β-pinene, due to the high computa-
tional cost, higher order CC data are not available in the
literature. Comparisons with the results calculated with the
double aug-cc-pVDZ basis set imply rather little basis set
dependence of their ORs at the CCSD level. The situation is
very different for methyloxirane. Noticeable differences between
the CCSD values obtained with various basis sets as well as
between optical rotations calculated with successive models of
coupled-cluster theory of potentially increasing accuracy indicate
that the chosen CCSD/aug-cc-pVDZ reference data are not con-
verged in terms of basis sets and electron correlation effects.85,87,88

Accordingly, in the discussion, we have referred to CC3 data
available in the literature as well. Some comparisons with gas-
phase cavity ring-down polarimetrymeasurements are alsomade.

Figure 2. ΔE of eq 3 as a function of the range-separation parameter γ. Calculations with LC-PBE, LC-PBE0, and LC-B3LYP, for methyloxirane
(top row), norbornenone (center row), and β-pinene (bottom row). The numerical γ* values listed in the panels correspond to ΔE ≈ 0.
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In the following discussion, unsigned relative deviations of com-
puted data with respect to reference values (experimental or
other theoretical data), i.e. Δr = |[ϕ]D

calcd � [ϕ]D
ref|/|[ϕ]D

ref|, in
percent, will be utilized.

Methyloxirane. Consider first the data obtained for a small rigid
three-ring member of the test set, methyloxirane, which is among
the most extensively studied systems for optical rotation. Recently,
Mach and Crawford85 reported CCSD/aug-cc-pVDZ/MVG MRs

Table 1. Molar Rotations for Methyloxirane, Norbornenone, and β-Pinene Calculated with aug-cc-pVDZ and the LC-PBE and
LC-PBE0 Functionals

LC-PBE LC-PBE0

[ϕ]exptl.a [ϕ]CCSD/[ϕ]CC2b
[ϕ]γ = 0.30 c

([ϕ]γ = 0.47d ) γ* e [ϕ]γ* [ϕ]γ = 0.30c γ*e [ϕ]γ*

355 nm

methyloxirane 4.35 �32.8/�43.3 �18.03 0.375 �23.89 �21.60 0.255 �19.84

(�26.15)

norbornenone �4213.1/�6699.1 �8959 0.320 �8297 �6345 0.235 �7474

(�5598)

β-pinene 92.2 115.4/276.4 86.21 0.260 128.2 45.32 0.195 123.2

(0.952)

589.3 nm

methyloxirane �10.9 �17.5/�26.5 �12.05 0.375 �12.25 �11.22 0.255 �11.23

(�11.90)

norbornenone �1239 �605.5/�880.6 �1044 0.320 �1002 �892.9 0.235 �983.6

(�815.2)

β-pinene �31.5 1.0/34.7 �4.751 0.260 1.725 �11.06 0.195 1.751

(�18.84)

633 nm

methyloxirane �4.87 �15.4/�23.3 �10.67 0.375 �10.77 �9.874 0.255 �9.908

(�10.42)

norbornenone �498.3/�721.4 �854.4 0.320 �821.2 �735.2 0.235 �807.8

(�672.4)

β-pinene �6.35 �1.0/27.2 �5.587 0.260 �0.310 �10.72 0.195 �0.234

(�17.12)
a 589.3 nm, solution data from refs 89�91; 355 and 633 nm, gas-phase data from ref 84. bCCSD and CC2/aug-cc-pVDZ/MVG data from ref 85.
cUniversal γ value as implemented in NWChem. dUniversal γ value as implemented in Gaussian. eOptimal γ value as determined in this work.

Table 2. Molar Rotations for Methyloxirane, Norbornenone, and β-Pinene Calculated with aug-cc-pVDZ and the LC-B3LYP and
CAM-B3LYP Functionals

LC-B3LYP CAM-B3LYP

[ϕ]exptl.a [ϕ]CCSD/[ϕ]CC2b [ϕ]γ = 0.33c γ*d [ϕ]γ* [ϕ]γ = 0.33c [ϕ]γ*

355 nm

methyloxirane 4.35 �32.8/�43.3 �16.82 0.285 �13.54 �13.13 �9.940

norbornenone �5315.1 �4213.1/�6699.1 �6089 0.255 �7418 �7754 �8937

β-pinene 92.2 115.4/276.4 70.55 0.218 173.7 161.3 240.3

589.3 nm

methyloxirane �10.9 �17.5/�26.5 �10.61 0.285 �10.40 �10.83 �10.55

norbornenone �1239 �605.5/�880.6 �860.8 0.255 �891.5 �999.5 �1080

β-pinene �31.5 1.0/34.7 �7.150 0.218 9.040 8.400 19.86

633 nm

methyloxirane �4.87 �15.4/�23.3 �9.398 0.285 �9.257 �9.646 �9.440

norbornenone �520.2 �498.3/�721.4 �708.9 0.255 �791.4 �820.0 �883.5

β-pinene �6.35 �1.0/27.2 �7.543 0.218 5.681 5.247 14.56
a 589.3 nm, solution data from refs 89�91; 355 and 633 nm, gas-phase data from ref 84. bCCSD and CC2/aug-cc-pVDZ/MVG data from ref 85.
cUniversal γ value as implemented in NWChem. dOptimal γ value as determined in this work.
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of�32.8,�17.5, and�15.4 deg cm2 dmol�1 for 355, 589.3, and
633 nm, respectively. These results deviate noticeably from the
experimental gas-phase data, especially at 355 nm, for which
CCSD gives the opposite sign. HF/aug-cc-pVDZ/GIAO results
determined by us (355, �14.58; 589.3, �7.534; 633 nm,
�6.640) agree with the coupled-cluster data in terms of sign,
although the significant drop in the magnitude can be observed
due to the lack of electron correlation effects. The B3LYP
functional appears to perform somewhat better than CCSD
in delivering optical rotations closer to experimental results:
0.811, �9.950, and �9.036 deg cm2 dmol�1, respectively. The
problem of discrepancies between computed CC and gas-phase
experimental data for methyloxirane is now well understood and
attributed to zero-point vibrational corrections (ZPVCs).88,92�94

The seemingly good performance of B3LYP at 355 nm was
shown to be due to a significant underestimation of the lowest
(Rydberg) excitation energy leading to a fortuitous positive shift
in the MR toward the experimental result.87 Accordingly, taking
into account the importance of Rydberg states for this molecule,
it is expected that the correct asymptotic behavior of range-
separated XC functionals may be especially beneficial here,
improving the agreement between DFT and CC results.
According to the data collected in Tables 1 and 2, the three LC

functionals in their standard parametrization perform reasonably
well for methyloxirane when compared to the coupled-cluster
data. The DFT values are located somewhere between Hartree�
Fock and CC. The relative deviations from the CCSD data are
similar at 589.3 and 633 nm and range from 31 to 39% with the
following ordering of functionals in terms of delivering the best
agreement with the reference data: LC-PBE > LC-PBE0 > LC-
B3LYP. As can be seen, the better agreement is obtained with
vanishing short-range HF exchange contributions. At 355 nm
both PBE-based functionals still outperform the fully long-range
corrected version of CAM-B3LYP, LC-B3LYP. However, the
best agreement with CC is now obtained for LC-PBE0. The
corresponding relative deviationsΔr are LC-PBE = 45, LC-PBE0 =
34, and LC-B3LYP = 49%. For the two longer wavelengths, using
the LC-PBE functional with a γ value of 0.47 a0

�1 as imple-
mented in theGaussian package95 increases only slightly the relative
deviations fromCC, by 0.9�1.7%.However, at 355 nm, a significant
decrease is observed, by 25%. Accordingly, it appears that at this
wavelength the MR is especially sensitive to the functional para-
metrization and the short-range exact exchange contribution.
Using the first-principles tuned range-separation parameter γ*

changes the results to an insignificant degree at 589.3 and
633 nm. The γ tuning noticeably influences the optical rotations
at 355 nm, as should be expected from the discussion in the
previous paragraph. An increase from 0.30 to the tuned value of
0.38 a0

�1 for LC-PBE leads to aMR closer to the coupled-cluster
data with Δr decreased to 27%. This is in line with the afore-
mentioned improved performance of LC-PBE with γ = 0.47. In
the case of the tuned LC hybrid functionals, the tuning produces
an increase of the relative deviation to CC data by 5.4% for
LC-PBE0 and by 10% for LC-B3LYP.
Assuming that zero-point vibrational corrections (ZPVC) cal-

culated at one level of theory are to a good degree transferable to
another level of OR calculations, we have used CCSD ZPVCs
from ref 93, 20.05 and 3.74 deg cm2 dmol�1 for 355 and 633 nm,
respectively, in conjunction with our equilibrium ORs discussed
above. Resulting MRs ranging from �6.105 to 6.513 at 355 nm
and from�7.029 to�5.516 at 633 nm are closer to experimental
values than vibrationally corrected coupled-cluster data of�12.8

and �11.7. Keeping in mind the incomplete convergence of the
CCSD/aug-cc-pVDZ OR reference data in terms of basis sets
and electron correlation effects, to get additional insight into the
performance of the tuned TDDFT approach for this molecule,
we have recalculated MRs at the LR-PBE level with the aug-cc-
pVDZ, aug-cc-pVTZ,70,71 and d-aug-cc-pVDZ70,71,96 basis sets
for C, O, and H, respectively, and compare them with available
corresponding CC3 results of�13.5 and�10.3 deg cm2 dmol�1

at 355 and 589.3 nm.88 Our MRs are �16.71 and �11.30/
�22.63 and �11.55 for the nontuned/optimal γ parameter.
There is better agreement between standard parametrizations of
LCDFT and these CC3 data than what is discussed above for the
CCSD/aug-cc-pVDZ reference values. For tuned LC-PBE, at
589.3 nm, we findΔr = 24% with respect to CC3, but at 355 nm,
Δr = 68%. Therefore, the assessment is inconclusive. Taking into
account a strong dependence of optical rotation of methyloxirane
on the CC level and the basis set quality, as well as structural
parameters,87 further studies appear to be in order to reliably
assess the methyloxirane results for the tuned γ parameters.
Norbornenone. Norbornenone has a very large optical rota-

tion at 589.3 nm, which was attributed to electronic coupling bet-
ween the two π systems, CdC and CdO, present in this
molecule.97,98 CCSD has been shown to strongly underestimate
the experimental solution-phase MR.65,85,99 Likewise, we have
recently shown that range-separated hybrids give MRs for
norbornenone that are in some cases significantly below the
solution-phase experimental values.66 Nonhybrid DFT signifi-
cantly overestimates the optical rotation.66,100,101 Vibrational
corrections were shown to be relatively minor when compared
to the equilibrium optical rotation.102

We approach the discussion with the assumption that the avai-
lable CCSD data are representative of gas-phase measurements.
CCSD/aug-cc-pVDZ/MVG MRs of norbornenone calculated
recently by Mach and Crawford85 at 355, 589.3, and 633 nm are
�4213,�605.5, and�498.3 deg cm2 dmol�1, respectively. They
are comparable to HF data (GIAO) of �3389, �645.6, and
�537.8, which suggests that electron correlation, although not
negligible, is not a major influence for the optical rotation of
norbornenone. On the other hand, density functionals show a
large variation in the calculatedMRs, in particular as a function of
HF exchange.66 Thus, the main factor influencing the norborne-
none OR is likely the exchange, or lack thereof, in approximate
functionals. Since CCSD and HF yield MRs that are much closer
to each other than the variations between pure GGAs and global
hybrids, for instance, correlation effects offered by DFT are po-
tentially of secondary importance for norbornenone, while exact
exchange becomes of paramount relevance (see below for further
discussion.)
As Tables 1 and 2 show, the standard NWChem parametriza-

tions of asymptotically corrected LC-PBE, LC-PBE0, and LC-
B3LYP functionals lead to MR values ranging from �6089 (45%)
to�8959 (113%) at 355 nm, from�860.8 (42%) to�1044 (72%)
at 589.3 nm, and from �708.9 (42%) to�854.4 deg cm2 dmol�1

(72%) at 633 nm (relative deviations from CC in parentheses).
Although these functionals overestimate the MR magnitude,
they yield better agreement with CCSD than the global hybrid
B3LYP, which produces MRs of�12370 (193), �1291 (113),
and �1051 (111%) at 355, 589.3, and 633 nm, respectively. In
terms of agreement with CCSD, the functional performance is
LC-B3LYP > LC-PBE0 > LC-PBE. The agreement becomes
better as the fraction of the HF exchange in the functional at
shorter interelectronic separations, determined by γ as well as
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the α parameters, increases. This trend is further confirmed by
LC-PBE calculations using the Gaussian value of γ = 0.47. In
this case, the larger γ translates to a larger HF exchange
contribution already at shorter interelectronic distances, which
may compensate the lack of a fixed global HF contribution in
this functional (α = 0). The increased γ relative to the default
parameters led to a significant decrease of Δr, between 37 and
80%, at each wavelength. Accordingly, this parametrization of
LC-PBE outperforms both LC hybrids.
The results calculated with the tuned functionals remain in line

with our finding that the larger HF contribution at short-range
improves the agreement with CCSD. In the case of both range-
separated hybrids for which the tuned γ* is smaller than the
default value, the agreement with CCSD somewhat deteriorates.
For LC-PBE, γ* is slightly higher than the default value, and
improved agreement with CCSD is obtained. As in the case of
methyloxirane, for all functionals, the short wavelength optical
rotation is more sensitive to the range-separation parameter
value/short-range HF contribution in terms of variations in Δr.
Although the optical rotations of norbornenone calculated at

both tuned and nontuned LC-TDDFT levels remain significantly
different from the CCSD results, it is worth noting that they
match very well with results of the CC2 (second-order approx-
imate CCSD) model.103 This may imply that in terms of
reproducing correlation effects the DFT methods considered
here are closer in performance to CC2 than to CCSD. Using the
optimized range-separation parameter generally leads to some-
what lessened agreement with CC2 for the LC-PBE0 and LC-
B3LYP functionals and some improvements for LC-PBE. The
sizable differences between CC2 and CCSD, however, also raise
questions about the convergence of the wave function results
with respect to the level of correlation. Going from HF to CC2
indicates that correlation plays a significant role in the optical
rotation of norbornenone. The CCSD data are closer to HF
again, reversing the trend fromHF to CC2. Onemight infer from
these trends that either CC2 artificially produces correlation
effects that are not really present in the molecule or that lower
order and higher order correlation effects cancel to a large degree.
In the latter case, convergence might be difficult to achieve.
When assessing the performance of the density functionals, it is
important to keep in mind that, because the HF and CCSD ref-
erence data are reasonably close to each other, parameter
changes that produce more HF exchange overall at the expense
of correlation will give better agreement with the reference data.
If there is a hidden role of correlation in the final result, the
seemingly better performance obtained from such parameter
tweaks might be for the wrong reason. We tentatively attribute
the improvements from range-separated LC exchange, compared
to pure DFT functionals and global hybrids, to the correct
asymptotic behavior of the XC potentials.
During the course of this study, we noticed that the best

agreement with CCSD is obtained with the LC-BLYP functional
in its parametrization as implemented in the Gaussian package
(γ = 0.47), yieldingmolar rotations of�5462,�799.1, and�659.1
deg cm2 dmol�1 at 355, 589.3, and 633 nm, respectively (slightly
outperforming LC-PBE with the same γ). Tuning leads to γ* =
0.32 a0

�1. For the ΔE(γ) graph and the numerical data, see
Figure S1 and Table S2 of the SI. The corresponding calculated
MRs at 355, 589.3, and 633 nm are�8202,�987.8, and�809.1,
thus strongly increased in magnitude as compared to the results
with the γ = 0.47. For comparison, the default NWChem
parametrization gives results of �7774, �960.2, and �787.2,

which are bracketed by those obtained with higher and lower γ.
The decrease in the MR magnitude with an increased HF
contribution at shorter range remains in line with the findings
for the other functionals.
β-Pinene. β-pinene is among the most problematic cases for

OR calculations; most levels of theory fail to reproduce the sign
of the experimentally observed optical rotation. Recent CCSD
data by Mach and Crawford85 (355, 115.4; 589.3, 1.0; and
633 nm, �1.0 deg cm2 dmol�1) agree reasonably well with
CRDP measurements of 92.2 and �6.4 at 355 and 633 nm, as
well as with an interpolated gas-phase value of �3.8 at
589.3 nm.65 The large deviation between CCSD and the
liquid-state MR at the sodium D line must be attributed to
solution-phase experiment versus gas-phase calculation. HF
theory strongly underestimates the MR at 355 nm (19.57)
and overestimates it at long wavelengths (�16.73 and
�15.49 deg cm2 dmol�1), leading also to the wrong sign at
589.3 nm. B3LYP produces MRs that are too high in magnitude
(342.2, 34.76, 26.70) and fails to reproduce the CCSD sign for
both of the long wavelengths.
The LC functionals in their default parametrizations perform

somewhat better than HF and B3LYP, leading in each case to
noticeably decreased relative deviations from the CCSD refer-
ence data. Again, an underestimation of the MR at 355 nm is
observed, with the relative deviations from CCSD ranging from
25 to 61%. At 589.3 nm, none of the functionals considered here
reproduce the sign and magnitude of the CCSDMR. At 633 nm,
the signs agree with CCSD but, as in the case of the sodium D
line, with a significant overestimation of the absolute value. The
relative deviations range from 575 to 1206% and from 459 to
972% for 589.3 and 633 nm, respectively, owing to the small
magnitude of the reference value. In terms of delivering the best
agreement with the CCSD, the ordering of the functionals is LC-
PBE > LC-B3LYP > LC-PBE0. For LC-PBE, using γ = 0.47 as a
default in the Gaussian package leads to a significant deteriora-
tion of the calculated MR. Especially at 355 nm, the calculated
MR of 0.952 deg cm2 dmol�1 is far from the expected range
of values. However, the result is in line with the trend of
increasing MR with decreasing γ as detailed in the next
paragraph. Overall, most of the TDDFT calculation values
produce reasonable agreement with experimental data
(generally better than the agreement with CCSD), with Δr

ranging from 6.5 to 77%.
According to the data listed in Tables 1 and 2, the LC PBE-

based (GGA and hybrid) functionals with the optimized range-
separation parameter perform very similar in theβ-pinene optical
rotation calculations. A substantial improvement of the MRs is
obtained from the γ tuning, with relative deviations from CCSD
of 6.8 to 11 at 355, 72 to 75 at 589.3, and 69 to 77% at 633 nm. In
each case, the CCSD OR sign is reproduced. Although the tuned
LC-PBE and LC-PBE0 results are closer to the coupled-cluster
MRs, they are further away from experimental results. The tuned
parametrization of LC-B3LYP gives a deterioration rather than
improvement, with the MR sign reproduced only for 355 and
589.3 nm and highly overestimated magnitudes.
Pristine and Substituted Helicenes. Recently, LC functionals

have been shown to provide more reliable excitation energies for
planar polyaromatic hydrocarbons and their helical isomers than
conventionally used (TD)DFT approximations.48,67,104�106 It
has been postulated that the improved performance is linked to a
partial charge-transfer character of the π f π* transitions in
extended π chromophores.48,67 Likewise, it has been found
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recently that range-separated hybrid functionals in their standard
parametrizations tend to outperform global hybrids in optical
rotation calculations of helicenes systems.66 A counterexample is
[7]helicene where a significant underestimation of the MR
magnitude with respect to the solution-phase experiment was
obtained, in particular for LC-PBE0. Taking into account pro-
mising results for excitation energies of oligoacene series and
related hydrocarbons obtained with γ-tuned TDDFT,48 it is
therefore interesting to investigate whether system-specific
γ parameters lead to improved optical rotations of helicenes
and helicene derivatives.
Results of the tuning procedure performed for 2-alkynyl-

[6]helicene and [7]helicene with LC-PBE0 are graphically
presented in Figure 3. The corresponding numerical data for
ΔE(γ) are collected in Table S4 of the SI. The optimal
γ parameter determined according to eq 3 is the same, 0.14
a0

�1, for both systems. This value nicely corresponds to results
obtained for a series of oligacenes C2+4nH4+2n (n = 1�6)
reported recently in refs 47 and 48, for which the tuned
γ parameters decrease with system size, from 0.31 for benzene
(n = 1) to 0.19 for hexacene (n = 6). Qualitatively, one may relate
the decrease in the optimal γ to an increased range of delocaliza-
tion in the π systems, making it beneficial to have short-range
DFT exchange present in the functional at comparatively large
interelectronic distances. The optimized range-separation para-
meter value is significantly decreased compared to the default
parameter on the order of 0.3 typically used.
Calculated molar rotations (LC-PBE0/aug-cc-pVDZ) are

collected in Table 3 along with solution-phase experimental data.
The γ* value determined for 2-alkynyl[6]helicene and [7]helicene
was also applied in calculations of pristine [6]helicene and its
bromo-substituted derivative. The following conclusions can be
drawn on the basis of the presented data. (i) In the case of
[7]helicene, using the optimized range-separation parameter in
place of 0.30 leads to a significant improvement of the calculated
MR toward the solution-phase experiment, with the relative
deviation decreasing from 36 to 15%. For 2-alkynyl[6]helicene,
in turn, the relative deviation increases from 19 to 56%. (ii)
Optical rotations for [6]helicene and 2-bromo[6]helicene ben-
efit from the optimizedγ value, with aΔr ofmerely 5 and 6%. (iii)
The dependence of the helicenes OR on structural parameters
was previously studied in ref 66. Using geometries optimized with
Grimme’s dispersion-corrected DFT (specifically: DFT-D3)111

leads to a deterioration of the calculated optical rotations. Although

the tuned LC-PBE0 with γ = 0.14 subsequently improves the
result for [7]helicene, the underestimation of the optical rotation
with DFT-D3 geometries remains substantial (relative deviation
of 33%). The tuning procedure performed for the DFT-D3
structure (Figure S2 and Table S4 of Supporting Information)
leaves the optimal range parameter almost unchanged (0.143).
On the basis of computations on large carbon structures,111,112

the DFT-D structures are expected to significantly better repre-
sent the gas-phase helicene geometries. The effect of dispersion
corrections on structural parameters of 2-bromo[6]helicene is
detailed in the Supporting Information of ref 66. As was shown,
dispersion corrections appear to substantially overestimate inter-
actions between the aromatic rings at opposing ends of the
helicene moieties when the optimized geometries are compared
to the X-ray crystal structure. Accordingly, it seems likely that
dispersion interactions are quenched in the crystal environment.
The good agreement between nondispersion-correctedDFT and
experimental geometries of organometallic helicene complexes113,114

corroborates this hypothesis. A similar situation is plausible also
for the liquid phase, although further work on solvated systems
would appear necessary to study these effects in more detail. We
tentatively consider the structures optimized without dispersion
corrections to be more suitable to reproduce solution-phase
ORs. The solvent may also cause direct influences on the optical
rotations which are not modeled. The UV�vis spectrum of

Figure 3. ΔE of eq 3 as a function of the range-separation parameter γ. LC-PBE0 calculations for 2-alkynyl[6]helicene (panel a) and [7]helicene (panel b).
The printed γ* values correspond to ΔE ≈ 0.

Table 3. Molar Rotations (in deg cm2 dmol�1) for Helicenes
and Helicene Derivatives Calculated with LC-PBE0/aug-cc-
pVDZ

[ϕ]calcd.

[ϕ]exptl.a γ = 0.30b γ* = 0.14c

2-alkynyl[6]helicene �11042 �13183 �17245

[7]helicene �23465 �15108 �19980

�12048d �15818 d

(�15709)d

[6]helicene �11954 �9921.4 �12569

2-bromo[6]helicene �14500 �11937 �15379
a Solution data from refs 107�110. bUniversal γ value, default para-
metrization. cOptimal γ as determined in this work for 2-alkynyl-
[6]helicene and [7]helicene. dMolar rotation for structure optimized
with DFT-D3; in parentheses: molar rotation obtained with optimal γ of
0.143 a0

�1 determined for DFT-D3 geometry.
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these systems is dominated by valence excitations. It is there-
fore expected that condensed-phase effects are modest, com-
pared to systems such as methyloxirane and the bicyclic cage
structures investigated herein for which excitations involving
diffuse orbitals are very important already at comparatively
long wavelengths.
3.2. Coulomb-AttenuatedMethod CAM-B3LYP Applied to

OR Calculations. The CAM-B3LYP functional utilizes α = 0.19
and β = 0.46 in its original parametrization, minimizing errors for
atomization energies for a test set of molecules.30 Thus, by
switching to only 65% of HF exchange at large interelectronic
distances, the CAM-B3LYPXCpotentialVXC does not afford the
correct �1/r behavior asymptotically. The different features of
CAM-B3LYP as compared to LC functionals makes it an inter-
esting case in the context of adjusting the range-separation
parameter.
Tozer and Handy,27 going back to arguments put forward by

Perdew et al.,54,115 showed that, for continuum functionals, VXC

does not go to zero asymptotically. Rather, VXC(∞) = IP +
εHOMO, where both values on the right-hand side correspond to
calculations with the same functional. Tozer21 later showed that
the charge-transfer failure of TDDFT, which is corrected by LC
functionals, is intimately related to the integer discontinuity in
the XC potential, Δ = VXC

+ � VXC
� , which globally shifts the

potential by a constant as the electron number for the system
passes through an integer. The “+” and “�” indicate here a
system with a slight excess and a slight deficiency of a fractional
electron. “Pure” LDA andGGA density functionals do not exhibit
this discontinuity. Tozer showed that in this case εHOMO ≈�IP +
Δ/2.21 Thus, the situation where VXC(∞) = IP + εHOMO 6¼ 0
is likely connected to the integer discontinuity problem where
εHOMO + IP≈Δ/2 6¼ 0. A pure DFT component in a functional
that is not fully long-range corrected to enforce VXC(∞) = 0 may
therefore prevent the condition of eq 3 to be fulfilled, except for
the extreme case where γ f ∞, which would completely
suppress the short-range DFT exchange.
Figure 4 shows results for eq 3 for β-pinene calculated with

CAM-B3LYP for different values of γ. Similar plots for methyl-
oxirane and norbornenone can be found in Figure S3 of the SI.
The corresponding numerical values ΔE(γ) are listed in Tables
S1�S3 of the SI. Contrary to the fully long-range corrected

functionals, nominimum is seen in Figure 4 even for a large range
of γ values. Thus, the numerical data obtained for our examples
support the qualitative arguments put forward in the pre-
vious paragraph, namely, that a functional that cannot establish
VXC(∞) = 0 may not be “tunable” in the sense of eq 3.
For further tests with CAM-B3LYP, we have adopted the

tuned γ* for the LC-B3LYP functional. The MRs for CAM-
B3LYP obtained with γ = 0.33 and with the γ* are collected in
Table 2. The smaller γ* leads in most cases to worse agreement
with CCSD optical rotations. The increase in relative deviations
is the lowest for methyloxirane (by 1.3 to 9.7%), followed by
norbornenone (13 to 28%) and β-pinene (by 68 to 1146%). For
norbornenone, the CAM-B3LYP molar rotations are noticeably
larger in magnitude as compared to LC-B3LYP. Accordingly,
higher deviations from the CCSD and CC2 reference data are
obtained. These results are in line with the increase of optical
rotationmagnitudewhen going from a fully long-range corrected LC-
B3LYP of 100% to the standard global hybrid B3LYPwith 20% exact
exchange. The partially long-range corrected CAM-B3LYP (65% of
HF exchange asymptotically) gives optical rotations between those
calculated with LC-B3LYP and B3LYP. As far as β-pinene is
concerned, the CAM-B3LYP parametrizations lead to MRs in least
agreement with CCSD and fail to reproduce the sign at 633 nm. For
all three wavelengths, a significant overestimation of the MRs can be
observed. We note in passing that the original parametrization of
CAM-B3LYP performs somewhat similar to the LC version with γ*.
3.3. Calculations with Fractional Electron Numbers. The

straight-line behavior of E(N) was mentioned briefly in the
Introduction. In this last section, we examine this behavior for
β-pinene. Figure 5 shows calculated energies as a function of N
around the electron number for the neutral molecule. With all
density functionals as well as HF, the electron affinity is
calculated to be negative. Correspondingly, the LUMO energy
in the HF calculation is positive, indicating that the system will
not bind an additional electron. The resulting derivative dis-
continuity in the E(N) plot is large around ΔN = 0, where the

Figure 4. ΔE of eq 3 as a function of the range-separation parameter
γ calculated with CAM-B3LYP for β-pinene.

Figure 5. Ground-state energy (eV) of β-pinene as a function of
deviations of fractional occupation number ΔN, � 1 e ΔN e 0 (left)
and 0eΔNe 1 (right), calculated as the difference between actual and
overall number of electrons in the neutral molecule. The energy is given
relative to the energy of the neutral molecule (ΔN = 0). Calculations
were performed with the aug-cc-pVDZ basis set. The numerical values
provide quantitative measures of curvature obtained from fitting quad-
ratic functions to the data sets. For a single plot covering the full range
�1 e ΔN e 1 see Figure S5 of the SI.
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slope changes formally from �IP to �EA. A minor negative
curvature in the excess electron section (ΔN > 0) of the plot is
seen for the standard parametrization of LC-PBE0, but overall a
nearly optimal straight line behavior is obtained. The “tuned”
version is slightly better but still displays some residual negative
curvature in the electron-rich part of the plot (ΔN > 0). The
similarity between E(N) obtained with the two parametrizations
is surprising at first sight, given a significant change from the
default γ = 0.30 to γ* = 0.20 to satisfy eq 3. However, this is likely
a consequence of the criterion adopted here, which predomi-
nantly affects the electron deficient side of the plot and, for the
tuned version of LC-PBE0, indeed leads to a vanishing curvature
for ΔN < 0. Interestingly, for β-pinene, HF theory gives an
essentially perfect straight line for ΔN > 0 (much unlike the
carbon atom, see the Figure S4 of the SI), albeit with a larger
slope than LC-PBE0. Other functionals considered here yield a
more (PBE, PBE0) or less (CAM-B3LYP) pronounced positive
curvature for E(N) which is typical of functionals with deloca-
lization errors, as discussed in refs 17 and 116.

4. CONCLUSIONS

The success or failure of system-specific adjustments of the
parameters in range-separated density functionals to satisfy eq 3
or, alternatively, the straight line theorem, is perhaps best judged
by the principle primum non nocere (“first, do no harm”). This
work has examined the consequences of selecting system-specific
range-separation parameters in the context of calculating optical
rotations for selected difficult cases. Optical rotation (OR) is a
molecular mixed electric�magnetic dynamic linear response
property that is known to be sensitive to approximations made
in the electronic structure model. For small molecules, compar-
isons were made with available coupled-cluster data (CC2,
CCSD, CC3). For the interesting helicene systems, reliable
CC level calculations have unfortunately not yet been reported.
The performance of the functionals for helicenes and helicene
derivatives must be assessed with the help of experimental data
under the assumption that for these systems solution-phase
effects are minor.

For β-pinene and the helicenes, the system-specific adjust-
ment of γ tends to produce improved ORs. For the helicenes, the
optimized γ of 0.14 is significantly below commonly used values
(typically on the order of 0.3) which can be attributed to the
extended delocalized π systems. For norbornenone, the ex-
change component of the functional has a drastic influence on
the calculated ORs. Our results obtained with LC functionals
agree reasonably well with CC2 reference data, but they are too
high in magnitude when compared to available CCSD optical
rotations. For methyloxirane, adjusting γ does not lead to
systematic improvements, but it also appears to do no particular
damage. On the basis of this initial study, one may cautiously
recommend the use of system-specific range-separation param-
eters for response calculations in the sense that it might either
improve calculated ORs while at the same time ensuring some
fundamental DFT requirements, or at least not do much harm. It
remains to be seen if catastrophic failures upon γ tuning will be
encountered. High values of γ appear to improve calculated ORs
in selected cases, but such magnitudes of γ are difficult to justify
on the basis of eq 3. It is worth emphasizing at this point that the
tuning procedure in its original, simplest form as proposed by
Livshits and Baer in ref 37 was applied herein. Modifications have
been recently proposed46�48 in which, for example, eq 3 is

employed for both the neutral and the negatively charged system
and an average or root-mean-square of the two criteria is
minimized. The results for the tuned LC-PBE0 functional shown
in Figure 5 suggest that it might be worthwhile to consider such a
criterion in future studies of OR with range-separated hybrid
functionals.
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ABSTRACT: Encapsulation of a nitroxide spin label into a host cavity can prolong the lifetime of the spin label in biological tissues
and other environments. Although such paramagnetic supramolecular complexes have been extensively studied experimentally,
there is yet little understanding of the role of the encapsulation on themagnetic properties of the spin labels and their performance at
the atomistic level. In this work, we approach this problem bymodeling encapsulation induced changes of the magnetic properties of
spin labels for a prototypical paramagnetic guest�host complex, 2,2,6,6-tetramethyl-4-methoxypiperidine-1-oxyl, enclosed in the
hydrophobic cavity of cucurbit[8]uril, using state-of-the-art hybrid quantum mechanics/molecular mechanics methodology. The
results allow a decomposition of the encapsulation shift of the electronic g-tensor and the nitrogen isotropic hyperfine coupling
constant of nitroxide radical into a set of distinct contributions associated with the host cavity confinement and with changes of the
local solvent environment of the spin label upon encapsulation. It is found that the hydrophobic cavity of cucurbit[8]uril only weakly
influences the electronic g-tensor of the 2,2,6,6-tetramethyl-4-methoxypiperidine-1-oxyl but induces a significant encapsulation shift
of the nitrogen hyperfine coupling constant. The latter is caused by the change of topology of the hydrogen bonding network and the
nature of the hydrogen bonds around the spin label induced by the hydrophobic cavity of the inclusion host. This indirect effect is
found to be more important than the direct influence of the cavity exerted on the radical. The ramification of this finding for the use
of approximate methods for computing electron paramagnetic resonance spectra of spin labels and for designing optimal spin labels
based on guest�host templates is discussed.

1. INTRODUCTION

Electron paramagnetic resonance (EPR) spectroscopy is a
most versatile technique for studies of biomolecules in controlled
environments,1�12 like solvents or crystals. This technique has
extensively been used for exploitation of structure; surface pro-
perties; and dynamics of proteins, membranes, and other biological
complexes, prevalently employing nitroxides as spin labels owing
to their chemical stability.1�8,11,12 However, only a handful of such
studies have yet been carried out in native biological environ-
ments,13�18 in vivo or in vitro, due to the reduced stability of
nitroxides or other spin labels in such environments.

The major chemical obstacles for in vivo EPR spin labeling
studies are the rapid one-electron reduction of the nitroxide
radical to the corresponding EPR silent hydroxylamine19�22 as
well as the two-electron cellular bioreduction which may occur
following the oxidation of the stable spin label.23 Moreover, the
reduction of nitroxides in biological tissues depends on the
concentration of oxygen and endogenous reducing agents, such
as glutathione,19,24 and on the spin label structure (piperidine vs
pyrrolidine ring).25

A way to overcome these problems is to increase the steric
hindrance around the spin label, thus employing a molecular
complex which encapsulates the nitroxide into a protective cavity
that can effectively increase the time during which the EPR signal
can be detected.20�22 However, the inclusion of the nitroxide
spin label into a protective host cavity introduces the additional

complexity that the spectral changes of the EPR signal caused by
the host cavity, the solvent, and the target system, cannot be
disentangled without microscopic knowledge of the interactions
involved. This work is an attempt to resolve this matter and to
advance the understanding of the mechanisms governing the
changes of the EPR spin Hamiltonian parameters of spin labels
under encapsulation. For this purpose, we apply state-of-the-art
molecular modeling techniques comprising hybrid quantum
mechanics/molecular mechanics for the evaluation of EPR spin
Hamiltonian parameters,26�29 and we study a prototypical
paramagnetic guest�host system, 2,2,6,6-tetramethyl-4-methoxy-
piperidine-1-oxyl in cucurbit[8]uril, which has been recently
extensively studied using experimental EPR methods.20 This is
part of an effort to design more reliable procedures for EPR
spectra analysis, which takes into account various microscopic
mechanisms responsible for spin Hamiltonian parameters, being
applicable, in addition to “guest�host” complexes, to spin-labels
restrained within hydrophobic cavities on protein surfaces.

2. COMPUTATIONAL DETAILS

In this work, an integrated approach30,31 has been employed to
evaluate EPR spin Hamiltonian parameters of the 2,2,6,6-tetra-
methyl-4-methoxypiperidine-1-oxyl (4M) radical in either
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aqueous solution or encapsulated within the molecular cavity of
cucurbit[8]uril (CB[8]) also embedded in an aqueous solution.
This approach consists of two steps—classical molecular dy-
namics (MD) simulations of the solute in its solvent environ-
ment and subsequent hybrid quantum mechanics/molecular
mechanics (QM/MM) methodology based calculations of EPR
spin Hamiltonian parameters over the set of uncorrelated snap-
shots extracted from the MD trajectory. In the following, we will
describe the technical details of both computational steps of this
integrated approach, which has been used in this work to study
encapsulation effects on the EPR spinHamiltonian parameters of
the 4M radical.
2.1. ClassicalMolecular Dynamics Simulations. In this work

we carried out two separate molecular dynamics simulations at
ambient temperature: one for the 4M radical in aqueous solution
and a second for the 4M encapsulated in the cavity of CB[8], a
guest�host complex in aqueous solution. In the first MD
simulation, the 4M radical was solvated in an orthorhombic
box with dimensions of approximately 69.6, 68.1, and 65.4 Å and
which contained 10 192 water solvent molecules. In the second
MD simulation, the solvent box dimension was approximately
76.4, 71.5, and 75.8 Å and contained 13 567 water molecules as
well as the 4M@CB guest�host complex. Both simulations have
been performed within the isothermal�isobaric ensemble, and
the temperature and pressure have been controlled by connect-
ing the simulation box to a thermostat and a barostat.32�34 The
MD simulations have been carried out using the AMBER
molecular dynamics package.35 Concerning the force fields used
in the MD simulations, we used the TIP3P36 force field to
describe the water molecules and the GAFF37 force field for the
CB[8] molecule. The CB[8] atomic charges have been derived
using the CHELPG38 procedure at the B3LYP/6-311++G(d,p)
level. In addition to this rather conventional force field choice, we
have faced the challenge of selecting a suitable force field for the
4M radical, which would provide a reliable description of the
structural parameters of the R2NO

• moiety in the 4M radical.
After evaluating several alternative force fields designed for
description of the nitroxides and spin labels, we settled on a
recently developed extension of the AMBER force field by
Barone et al.39 A time step of 1 fs has been chosen for the
integration of the equation of motion. Using the above outlined
setup, the MD simulations have been carried out for the free 4M
radical and the 4M@CB[8] guest�host complex in aqueous
solution, where the production trajectory length was set to 0.5 ns
after an equilibration run of 0.5 ns. From both MD simulations, we
extracted 100 snapshots, which have been taken with regular 5 ps
time intervals from the production MD trajectory, for subsequent
QM/MM calculations of EPR spin Hamiltonian parameters in the
second step of the integrated approach for molecular properties
modeling.
2.2. Hybrid QM/MMCalculations of EPR Spin-Hamiltonian

Parameters. The EPR spin-Hamiltonian parameters of the 4M
radical, i.e., the electronic g-tensor and nitrogen isotropic hy-
perfine coupling constant (hfcc), have in this work been com-
puted using the hybrid density functional theory/molecular
mechanics approach28 and the hybrid density functional restricted�
unrestricted theory/molecular mechanics approach,29 respec-
tively. In these calculations, we employed a well established setup
for evaluation of both parameters, which have been extensively
benchmarked in our previous works on the prototypical system,
di-tert-butyl-nitroxide in aqueous solution.28,29 Thus, according
to the methodology suggested in our previous works,28,29 we

carried out electronic g-tensor and nitrogen isotropic hfcc calcu-
lations limiting the QM region to the 4M radical and treating the
CB[8]molecule and allmolecules within a 20Å radius around the
4M radical as theMM region. TheQM region has been described
at the B3LYP40�43 level using the Huz-III basis set44,45 for
electronic g-tensor calculations, while in the case of the nitrogen
isotropic hfcc calculations we have used the more flexible core
region basis set Huz-IIIsu3.44,45 Here, we would like to point out
that the selection of the B3LYP functional for our calculations is
motivated by our desire to have the same level description of the
4M radical during evaluation of both spin-Hamiltonian param-
eters, as this allows us to compare the encapsulation effect on
both spin Hamiltonian parameters more fairly. However, as we
already noted in our previous works,28,29 a more accurate
description of the electronic g-tensor and nitrogen isotropic hfcc
of the 4M radical can be obtained by using the BP8641,46 or
PBE047�50 functionals, respectively. After outlining the technical
details of the QM region description of the hybrid QM/MM
calculations, let us turn to the second important technical aspect
of these calculations, namely, the description of the MM region.
For the water molecules in the MM region, we used the MM-3
force field,28 which has shown very good performance in our
previous works28,29 and is thus expected to perform well in
representing the aqueous environment of both the 4M radical
and the 4M@CB[8] guest�host complex. The single remaining
molecule in our MM region, namely, the CB[8] host molecule,
has in all calculations been described using the same level of force
field as the water molecules; i.e., the force field parametrization
included point charges, distributed dipoles and quadrupoles, and
distributed anisotropic polarizabilities. This force field has been
generated following the LoProp procedure51 at the B3LYP/6-31
+G(d) level of theory and has been evaluated for each snapshot
separately, thereby including molecular distortions in the CB[8]
guest. All of the above outlined calculations have been carried out
using the development version of the DALTON quantum
chemistry program.52

3. RESULTS AND DISCUSSION

EPR spin Hamiltonian parameters of nitroxide spin labels
show a remarkable dependence on the geometrical structure
of the R2NO• moiety and its immediate environment. These
features have, over the years, been the subject of numerous
experimental and theoretical studies,28,29,31,53�72 and by and
large, the behavior of nitroxides in protic and aprotic solvents is
now quite well understood. However, guest�host complexes, in
which nitroxides are included in various hollow compounds like
cucurbiturils, have been less extensively investigated,20,21,73�77

and so far no studies have addressed the changes of EPR spin
Hamiltonian parameters upon encapsulation of nitroxide in host
cavities at the microscopic level. In order to resolve this matter
and to investigate the atomistic origin of these effects, we study a
prototype guest�host system (see Figure 1) consisting of the
2,2,6,6-tetramethyl-4-methoxypiperidin-1-oxyl (4M) radical and
cucurbit[8]uril (CB[8]) solvated in aqueous solution. In the
following, we describe the effect of encapsulation in CB[8] on the
4M internal structural parameters and the local solvation envi-
ronment of the R2NO

•moiety. Using the results for the structural
parameters of the solvated 4M@CB[8] complex, it is possible
to dismantle the encapsulation induced shift of the electronic
g-tensor and the isotropic hyperfine coupling constant (hfcc) of
nitrogen into distinct contributions due to the CB[8] cavity and
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the bulk water solvent and into the more indirect contributions
from the interplay between solvation and encapsulation effects.

The spin Hamiltonian parameters, namely, the electronic
g-tensor and the nitrogen isotropic hyperfine coupling constant,
of nitroxides are mainly governed by the structure of two
orbitals:28,29,53,59,62 the doubly occupied n-type HOMO, in
which the oxygen lone pair resides, and the singly occupied
π-type SOMO, which holds the unpaired electron (see Figure 1).
These two orbitals are localized on the R2NO

• moiety, and the
geometrical structure as well as the local solvent environment of
this moiety are therefore the key factors determining the values of
the spin Hamiltonian parameters. Taking this into account, the
first step toward understanding the influence of encapsulation
on the guest spin Hamiltonian parameters is to examine the

differences of the internal 4M radical structural parameters—the
NO bond distance and improper dihedral angle θ (see Figure 2
for the definition of this angle)—between the two systems: the
free 4M radical and the 4M@CB[8] complex solvated in water.
The results of molecular dynamic simulations indicate that the
dynamics of the NO bond in terms of both bond length and out-
of-plane movement are almost the same for the two systems, see
Figure 2. Because of the limited encapsulation effect on the
dynamics of the internal 4M radical, we can expect the changes of
the spin Hamiltonian parameters induced by the host cavity to be
negligible. However, differently from the internal geometrical
structure of the 4M radical, the encapsulation in CB[8] has a
profound effect on the topology and dynamics of the local
solvation of the R2NO

• moiety in the 4M radical, where the
averaged number of hydrogen bonded water molecules to the
R2NO

• oxygen decreases from 1.8 to 1.3 going from the free 4M
nitroxide to the 4M@CB[8] complex in aqueous solution.
Furthermore, in addition to the conventional hydrogen bonding
topology “R2NO

• moiety 3 3 3water 3 3 3water” two new topolo-
gies are present in the aqueous 4M@CB[8] complex (see Figure 3):
“R2NO

•moiety 3 3 3water 3 3 3CB[8]”, where one water hydrogen
bonds to both 4M and CB[8], and “R2NO

• moiety 3 3 3water 3 3 3
water 3 3 3CB[8]”, where two waters form a hydrogen bond
bridge between 4M and CB[8]. As one can see from panels c and
d in Figure 3, the encapsulation of the 4M radical in CB[8] not
only reduces the average number of water molecules bound to it
but also changes the distribution of these waters over the MD
trajectory; fewer configurations without hydrogen bonded
waters to the 4M radical appear and the number of configurations
with three hydrogen bonded waters to the 4M radical
decreases significantly. The hydrogen bonds formed in the
two cases also show some peculiarities. In the case of the 4M
radical in aqueous solution, all waters hydrogen bonded to
the 4M radical follow the conventional “R2NO• moiety 3 3 3
water 3 3 3 water” topology. Upon encapsulation of the 4M
radical in CB[8], only around 4% of the hydrogen bonded
water molecules retain the same hydrogen bonding topology
as in case of the free 4M radical in aqueous solution, while 96%
of the hydrogen bonded waters adopt the above-mentioned

Figure 1. Graphical illustration of (a) spin density, (b) HOMO, and (c)
SOMO of the 4M radical, and its inclusion complex with the CB[8] host
(hydrogen atoms have been removed from CB[8] for clarity).

Figure 2. Internal parameters of the 4M radical and 4M@CB[8] complex in aqueous solution: (a) NO distance histograms for both MD simulations:
top, 4M@CB[8] in water; bottom, �4 M in water. (b) NOCC0 improper dihedral angle histograms for both MD simulations: top, �4M@CB[8] in
water; bottom, 4 M in water.
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two new topologies involving the CB[8] host cavity. We
can expect this significant alternation of local solvation of
the R2NO

•moiety upon encapsulation to be themainmechanism
responsible for changes of its spin Hamiltonian parameters.

In order to shed light on the mechanism for the encapsula-
tion induced shift of the electronic g-tensor and the nitrogen
isotropic hfcc, we decompose the encapsulation shift into
contributions of different physical origin. According to the
MD simulations of the free 4M radical and the solvated
4M@CB[8] complex, we identified the following possible
mechanisms for the encapsulation shift: (a) alternation of

internal dynamics of the R2NO•moiety in the 4M radical, (b)
reduction of the average number of water molecules bonded
to the oxygen of R2NO•, and (c) alternation of the hydrogen
bond strength between R2NO• and water molecules due to
changes in the hydrogen bonding topology. In addition to
these structural mechanisms, we also consider the direct
effect of the CB[8] cavity on the electronic structure of the
4M radical and its EPR spin Hamiltonian parameters. The
hybrid QM/MM computational results of this decomposi-
tion of the encapsulation shift ofΔgiso and aN are tabulated in
Table 1.

Figure 3. Graphical illustration of the supramolecular assemblies of 4M@CB[8] (hydrogen atoms have been removed for clarity) highlighting the two
possible topologies that involve hydrogen-bonding solvent molecules to the guest and host systems: (a) “R2NO

• moiety 3 3 3water 3 3 3CB[8]” and (b)
“R2NO

•moiety 3 3 3water 3 3 3water 3 3 3CB[8]”. Hydrogen bond distribution (c) 4M@CB[8] in water, (d) 4M in water MD simulations. Distribution of
new hydrogen bonding topologies in the 4M@CB[8] complex in aqueous solution: (e) “R2NO

• moiety 3 3 3water 3 3 3CB[8]” and (f) “R2NO
•

moiety 3 3 3water 3 3 3water 3 3 3CB[8]”.

Table 1. Decomposition of the Shift in the Electronic g-Tensor and Nitrogen Isotropic hfcc in Aqueous 4M Radical Encapsulated
in CB[8] Host Cavity Based on the Hybrid QM/MM Calculationsa

origin of contribution Δgiso in ppm aN in Gauss

internal dynamics of R2NO
• moietyb �61 �0.01

interaction with water moleculesc 22 �0.51

interaction with CB[8]d 12 �0.05

changes in hydrogen bond strength due to solvent and CB[8] interactione �37 0.12

totalf �64 �0.45

exptl.g �240 �0.41
a EPR spin-Hamiltonian parameters computed at the Huz-III/B3LYP (g-tensor) and HUZ-IIIsu3/B3LYP (hfcc) levels of theory. bDetermined as the
difference between averaged vacuum values of the EPR spin-Hamiltonian parameter, which have been computed over 100 snapshots with geometries for
each snapshot taken from the MD simulations of the aqueous 4M@CB[8] complex and of the aqueous radical. cDetermined as the difference between
averaged values of EPR spin-Hamiltonian parameter in aqueous solution with internal dynamics of the R2NO

• moiety subtracted. dDetermined as the
difference between averaged values of the EPR spin-Hamiltonian parameter computed for free and encapsulated 4M radical in a vacuum with snapshot
geometries taken from the 4M@CB[8] complex in aqueous solution MD trajectory. eDetermined as the difference between averaged values of the EPR
spin-Hamiltonian parameter computed for the 4M radical in aqueous solution with andwithout a CB[8] host included inQM/MMcalculations. f Sumof
all contributions to the encapsulation shift of the EPR spin-Hamiltonian parameter. g Experimental EPR parameters of 4M radical in the presence of
2 mM sodium ascorbate and 3.4 mMCB[8] with the pH adjusted with LiOH, obtained by Bardelang et al.,4 more specifically, the difference between the
values reported for the aqueous solutions of the encapsulated 4M radical and free 4M radical.
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Overall, the QM/MM results qualitatively reproduce the
observed encapsulation shifts of the spin Hamiltonian param-
eters of the 4M radical. For the electronic g-tensor, our calcula-
tions underestimate the experimentally observed decrease of
Δgiso upon the 4M radical encapsulation in CB[8]. The reason
can most likely be traced to differences in conditions for the
experiment and our MD simulations. In fact, by their design, the
MD simulations eliminate the influence of various external
factors on the 4M radical aqueous environment, which can
influence experimental results and provide a more clear founda-
tion for evaluating the encapsulation effect on the spin Hamilto-
nian parameters. We therefore expect our QM/MM modeling
results to be representative of the influence exerted of the CB[8]
cavity on the 4M radical electronic structure and its magnetic
properties in aqueous solution.

The four above identified mechanisms for the encapsulation
shift of Δgiso are evidently of different importance. According to
the results in Table 1, the change of the internal 4M radical
dynamics upon encapsulation in the CB[8] cavity is responsible
for the decrease of Δgiso by 61 ppm and is apparently the largest
contribution to the encapsulation shift of Δgiso. This is a rather
unexpected result, since the MD simulations indicate that the
internal parameters of the R2NO

• moiety as well as its dynamics
are only minorly altered upon encapsulation in the CB[8] cavity.
Out of the remaining mechanisms, the smallest contribution
arises from the direct influence of the CB[8] cavity on the
electronic structure of the 4M radical, which is approximately
5 times smaller than the previously discussed contribution.
Furthermore, it acts in the opposite way, i.e. induces an increase
of Δgiso upon encapsulation (see Table 1 for details). The last
two mechanisms responsible for the encapsulation shift of Δgiso
are related to changes of the aqueous environment of the 4M
radical going from its free to its guest�host complex form. The
“interaction with water molecules” mechanism includes contri-
butions from alternation of the aqueous environment structure
(waters hydrogen bonded to the 4M radical as well as waters in
the bulk of the aqueous solution) upon encapsulation, which
increasesΔgiso, as can be seen from Table 1. This is caused by the
number of hydrogen bonded waters to the R2NO

• moiety in the
aqueous 4M@CB[8] complex, which in turn leads to a smaller
blue shift of the nfπ excitation (see Figure 1) and consequently
to a larger Δgiso of the encapsulated 4M radical compared to its
free form in aqueous solution. The final mechanism of the four is
the change of the hydrogen bond strength between oxygen of the
R2NO

• moiety and the water molecules, induced by the interac-
tion of the water molecules with the CB[8] cavity. As we already
established, most of the hydrogen bonds between the 4M radical
and the waters in the 4M@CB[8] complex undergo an alterna-
tion of their topology, and we can thus expect this mechanism to
give a significant contribution to the encapsulation shift of Δgiso.
The QM/MM results in Table 1 verify this assumption and show
that the alternation of hydrogen bond strengths due to the water
interaction with CB[8] leads to almost a doubling of the
encapsulation shift of Δgiso compared to the one induced by
the reduction of the averaged number of hydrogen bonded
waters to the 4M radical upon encapsulation. Furthermore, these
two encapsulation shifts of Δgiso have opposite sign, and thus
their overall relative importance for the total encapsulation shift
of Δgiso is diminished.

Taking into account the size of the four individual contribu-
tions to the encapsulation shift of Δgiso, we can establish their
decreasing order of importance: “alternation of the internal

dynamics of the 4M radical upon encapsulation” > “reduction
of the averaged number of hydrogen bonded waters to the
R2NO

• moiety open encapsulation” + “change of the hydrogen
bond nature and topology upon encapsulation” > “direct influ-
ence of the CB[8] cavity on the electronic structure of the 4M
radical upon encapsulation”. We conclude that the encapsulation
induced shift of the g-tensor is rather small (�64 ppm, see
Table 1) and is significantly smaller than the shift induced by
solvation of the 4M radical in water as shown by the data in
Table 2. Therefore, the encapsulation of the 4M radical in the
CB[8] cavity in aqueous solution only slightly affects the
electronic g-tensor of the radical, indicating that it can be
disregarded in practical analysis of EPR spectra of guest�host
systems of such a kind and probably also for spin-labels residing
in hydrophobic cavities of proteins. Thus, the QM/MM model-
ing of the 4M radical g-tensors provides for the first time
theoretical support to the common assumption in empirical
models that the electronic g-tensor of the spin label remains
unchanged upon encapsulation.

For the second important spin Hamiltonian parameter—the
nitrogen isotropic hyperfine coupling constant aN—we find, in
agreement with previous studies of nitroxides, that the local
solvent environment effect on the 4M radical is larger than that
for the electronic g-tensor. The QM/MM results tabulated in
Table 1 indicate that the encapsulation of the 4M radical in the
CB[8] cavity reduces the nitrogen isotropic hfcc by the signifi-
cant amount of 0.45 G. Comparing theoretical results and
experimental data, the former overestimate the encapsulation
shift of aN, probably for the same reasons as in the case of the
electronic g-tensor, i.e., a mismatch between environmental
conditions for the MD simulations and the ones encountered
in the real experiments. Following a similar procedure as for
Δgiso, we decomposed the encapsulation shift of aN into four
contributions. The first most striking difference between the
electronic g-tensor and the nitrogen isotropic hfcc is the small
contribution to the latter from the changes in internal structure
and dynamics of the 4M radical, while the opposite is found in the
former case. This is in line with our expectations based on the
analysis of MD results, which show that the R2NO

• moiety
changes only slightly going from free 4M radical to its encapsu-
lated form in the aqueous environment. The reason can be traced
to the electron spin density, which defines the value of aN and
which is solely localized on the R2NO

•moiety (see Figure 1). The
negligible geometry change in this moiety naturally translates into

Table 2. Electronic g-Tensor and Nitrogen Isotropic
Hyperfine Coupling Constants of Free 4M Radical in Water
and in 4M Radical in 4M@CB[8] Complex in Watera

Δgiso in ppm aN in G

4M (vacuum)b 4063 14.85

4M (water)b 3705 17.00

4M (water) Exp.c 4201 17.04

4M (vacuum)d 4003 14.84

4M@CB[8] (water)d 3641 16.55

4M@CB[8] (water) exptl.c 3961 16.63
a EPR spin-Hamiltonian parameters computed at the Huz-III/B3LYP
(g-tensor) and HUZ-IIIsu3/B3LYP (hfcc) levels of theory. b Structural
data taken from aqueous 4M radical MD simulation. c Experimental data
taken from the Supporting Information of ref 20. d Structural data taken
from the aqueous 4M radical encapsulated in CB[8] MD simulation.
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a small encapsulation shift induced via this mechanism. Con-
cerning the direct influence of the CB[8] cavity on the 4M
electronic structure, our results for the two spin Hamiltonian
parameters agree well, indicating a negligible size of this con-
tribution in both cases. The two remaining contributions to the
encapsulation shift of the nitrogen isotropic hfcc are associated
with changes of the aqueous environment of the 4M radical and
play, as we expect, a most important role. Among these two
contributions, the large change of aN is caused by the decrease of
the averaged number of water molecules bonded to the R2NO

•

moiety, while the effect of new hydrogen bonding topologies on
the encapsulation shift is less pronounced, being almost 5 times
smaller. Taking these results into account, we can establish the
following order of the contributions to the encapsulation shift of
aN in decreasing importance: “reduction of the averaged number
of hydrogen bonded waters to the R2NO

• moiety open encap-
sulation” > “change of the hydrogen bond topology upon
encapsulation” > “direct influence of the CB[8] cavity on the
electronic structure of the 4M radical upon encapsulation” >
“alternation of the internal dynamics of the 4M radical upon
encapsulation”. This order of the contributions is in good
agreement with the one predicted on the basis of our analysis
of the MD simulations and indicates that the rather unexpected
behavior of the encapsulation shift of the electronic g-tensor
should be qualified by the overall small size of the contributions
making it up. In total, according to results presented in Table 2,
the solvent shift of aN is 2.14 G going from a vacuum to aqueous
solution, and the encapsulation shift, being 0.45 G, thus con-
stitutes almost 25% of the solvent shift and cannot be neglected
in the analysis of experimental EPR spectra. We conclude that
encapsulation produces a significant effect on this spin Hamilto-
nian parameter, something that can be expected to be encoun-
tered in other similar “guest�host” complexes as well as in the
case of spin-labels residing in hydrophobic cavities of proteins.

4. CONCLUSIONS

In the present work, we have given a theoretical perspective on
the effect of encapsulation on the magnetic properties of spin
labels encased in hydrophobic host cavities consisting of a
protective shell molecule. We approached this problem by
employing state-of-the-art hybrid quantum mechanics/molec-
ular mechanics, which allow for a consistent description of spin
labels in different environments. We studied the encapsulation
effect of the spin label electronic g-tensor and the nitrogen
isotropic hyperfine coupling constant in a prototypical guest�
host system, consisting of 2,2,6,6-tetramethyl-4-methoxypiper-
idine-1-oxyl and cucurbit[8]uril, in aqueous solution. From our
modeling results, several conclusions could be drawn on the
physical origin of the EPR parameters of the spin labels and their
dependence on encapsulation and solvation. It is shown that the
hydrophobic cavity of CB[8] and other similar hosts, like
cyclodextrines, only weakly influences the electronic g-tensor
of the nitroxide but induces a noticeable encapsulation shift of
the nitrogen hyperfine coupling constant. This finding provides
for the first time theoretical support for the common assumption
used in most empirical models that the electronic g-tensor of
spin-labels remains unchanged upon encapsulation. However,
the same assumption does not hold for the nitrogen isotropic
hyperfine coupling constants, which experience significant en-
capsulation shifts.

The main difference between the spectroscopic properties
obtained for the nitroxides in guest�host complexes and for the
nitroxides in solution is attributed to the steric hindrance of the
nitroxides into the hydrophobic cavity, which affects the local
hydrogen bonding of the solvent molecules. Thus, upon encap-
sulation, fewer hydrogen bonds between the spin label and the
solvent molecules are formed, thereby decreasing the magnitude
of the g-tensor shift as well as the hfcc shift. This indirect effect is
found to be significantly more important than the direct inter-
action with the cavity host. Thus, a future strategy to exploit spin
labels to study structure; surface properties; and dynamics of
proteins, membranes, and other biological complexes in their
native environment is to design soluble spin labels contain-
ing guest�host complexes with cavities that strike the balance
between the protective effect of the cavity, which increases the
lifetime of the spin label, and the posing of a minimal effect on
the hydrogen bonded water molecules to the R2NO

• moiety of
the spin label. This conditionmust bemet in order to avoid explicit
consideration of the encapsulation effect for the EPR data analysis,
something that can significantly reduce the information content
that can be extracted.
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ABSTRACT: A density functional theory (DFT) database of 66 Pt(111)/O formation energies is presented. We fit this database of
formation energies to a range of cluster expansions (CEs) of systematically increasing size and flexibility. We find that the
performance of the CE depends upon the property or properties of interest. Pair-wise CEs with up to third nearest neighbor
interactions poorly predict all metrics. CEs with five to eight pairwise interactions and one to two triplet interactions predicted
formation energies and most ground states accurately but predicted average and differential adsorption energies with modest errors.
A larger CE captures average and differential adsorption energies as well as formation energies and ground states. The choice of
figures in the CEs is also examined. Pair-wise figures and the linear, 1�1�3, triplet are necessary to obtain CEs that qualitatively
reproduce the examined properties; however, other figures are more interchangeable. The electronic and strain components of the
adsorbate�adsorbate interactions is studied by comparing a CE of DFT formation energies in which atomswere not allowed to relax
to the CEs of the relaxed surface. On an unrelaxed Pt surface, interactions are shorter-ranged interactions and more repulsive at first
nearest neighbor separation.

1. INTRODUCTION

Surface adsorption is fundamental to corrosion, gas separa-
tions, chromatography, and heterogeneous catalysis. The familiar
Langmuir model describes adsorption as binding of adsorbates to
chemically unsaturated surface sites, and the Langmuir isotherm
describes the limit that these sites are equivalent and indepen-
dent. For dissociative adsorption of a diatomic adsorbate, the
isotherm is given by1,2

A2 þ 2/ h 2A� ð1aÞ

KðTÞ ¼ θ2A�
PA2θ

2
/

ð1bÞ

Here, each adsorbate, A, binds with the same adsorption energy
at a single surface site of type, /. At equilibrium, the distribution
of adsorbates among surface sites is entirely random, tomaximize
configurational entropy, and the equilibrium constant is written
in terms of the adsorbate coverage, θA*, the vacant site coverage,
θ*, and the pressure of the diatomic adsorbate, PA2

, impinging on
the surface. This idealized Langmuir isotherm breaks down when
adsorbate�adsorbate interactions become non-negligible.2�7

When adsorbate�adsorbate interactions become non-negligible,
the adsorption energy of each adsorbate is influenced by its
interactions with other adsorbates, and the equilibrium spatial
distribution of adsorbates becomes a balance between minimizing
these interaction energies and maximizing configurational entropy.

Strong adsorbate�adsorbate interactions are evident in many
systems of practical interest. One that we have been particularly
interested in due to its relevance to catalytic oxidations,8�12 as

well as the oxygen reduction reaction (ORR),13 is dissociative O2

adsorption on the close-packed, hexagonal Pt(111) surface:

Ptð111Þ þ 1
2
O2 f Ptð111Þ �OðθÞ ð2Þ

The (111) surface exposes face-centered-cubic (fcc) and
hexagonal-close-packed (hcp) 3-fold sites, distinguished by the
absence or presence of an underlyingmetal atom (Figure 1). Low
energy electron diffraction (LEED), electron energy loss spec-
troscopy (EELS),14 nuclear reaction analysis (NRA), and trans-
mission channeling (TC) experiments15 and supercell density
functional theory (DFT) calculations11,12,16 agree that at low to
moderate coverage O adsorbs preferentially in the fcc hollow
sites. Temperature programmed desorption (TPD) and calori-
metric experiments,17�19 as well as DFT calculations,11,12,16,20�22

agree that the interactions between these are primarily repulsive,
so that adsorption energies are decreasingly exothermic with
increasing coverage. Above approximately θO = 0.5 monolayer
(ML), adsorbed O begins to populate hcp sites and cause surface
reconstructions that further modify adsorption energies.16,23

Lateral interactions between adsorbates can also be mani-
fested in adsorbate orderings. LEED experiments on Pt(111)
crystals dosed with oxygen show p(2 � 2)-type ordering at
1/4 and 1/2 ML.14,17,18,24 These patterns have been ascribed to a
p(2 � 2)-O ordering at 1/4 ML and the three orientations of
the p(2 � 1)-O configuration at 1/2 ML.18,24 Similar orderings
have been observed in scanning tunneling microscopy (STM)
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experiments at 450 K for the p(2� 2)-O configuration and 573 K
for the p(2 � 1)-O configuration.23

DFT calculations can be used to search for the ground states
and to model coverage-dependent adsorption at metal surfaces.
The Pt(111)�O system has been the subject of a number of such
studies,11,42,16,20�22,25 recovering the coverage-dependent ad-
sorption, predicting both the p(2 � 2)-O and p(2 � 1)-O
orderings to be equilibrium ground states.12,16,20�22 Due to their
computational cost, periodic DFT methods are limited in the
sizes of supercells and thus in the range of adsorbate configura-
tions, coverages, and adsorption energies that can be probed. An
alternative to direct calculation is to develop a model energy
Hamiltonian. In the first-principles cluster expansion (CE)
approach,26�29 an Ising-type model is fit to the energies of a
DFT database of adsorbate configurations. In the CE approach,
the energy, ECE, of an adsorbate configuration σ is expanded
in polynomial “clusters” or “figures” of the spin variables
σi:

21,22,29�34

ECEðσÞ ¼ NsitesJe þ Jp ∑
i
σi þ ∑

ij
Jijσiσj

þ ∑
ijk

Jijkσiσjσk þ ::: ð3Þ

Following the Ising convention, σi = +1 represents the presence
and�1 the absence of an adsorbate at site i. A cluster expansion
including only the empty, Je, and point, Jp, effective cluster
interactions (ECIs) corresponds to a noninteracting Langmuir
model. Interactions between adsorbates are captured in pairwise
(Jij), three-body (Jijk), and higher-order terms, where the corre-
sponding sums (eq 3) run over all of the sites. As illustrated in
Figure 1, pairwise terms can span first-nearest-neighber (1NN),
second-nearest-neighbor (2NN), etc. separations. Three-body
clusters can be linear or triangular of various shapes and sizes, and
higher order clusters become increasingly diverse. Equation 3 can
be simplified and written as the energy per site times the expected
(averaged) value of the spin product (also known as the
correlation) of all of the vertices for a given figure across all
locations (eq 4):

ECEðσÞ=Nsites ¼ ∑
figures

maJa
Yfigurea
j
σj

* +
ð4Þ

Here, ma is the multiplicity (number of symmetry equivalent
rotations and reflections) of the figure. The unknown ECI can be
fit to the DFT energy/configuration database using a least-
squares algorithm. The infinite basis set of figures is complete

and orthogonal so that the expansion is exact in that limit.35 For
a finite-sized database, the practical challenge is to choose a
compact set of figures that represents the energies reliably
without introducing artifacts of overfitting. Once parametrized,
the cluster expansion can be used to rapidly calculate the energy
of any arbitrary adsorbate configuration.

Several CEs have been reported for the fcc Pt(111)�O
system20�22 based on fittings to the DFT energies of a relatively
small number (15 to 16) of O configurations. Each of these CEs
captures the p(2 � 2)-O and p(2 � 1)-O ground state config-
urations and predicts a p(

√
3 � √

3)-2O ground state config-
uration but differ in their predictions of other ground states.
While the CEs are typically fit to formation energies relative to
the clean Pt(111) surface and oxygen (either as a full ML on the
Pt(111) surface or as O2 in a vacuum), a common application of
the CE is the calculation of energy differences corresponding to
the addition or removal of a single adsorbate. Such models have
been used in Monte Carlo simulations to predict surface
adsorbate phase diagrams20,21 and recently to model coverage-
dependent kinetic phenomena.36 To date, however, a detailed
comparison of the performance of the CEs for formation and
differential adsorption energies has not been carried out.

Here, we report an extensive DFT database of 66 Pt(111)�O
configurations in supercells ranging from 1 to 16 unique adsorp-
tion sites. We fit this database of formation energies to a range of
CEs of systematically increasing size and flexibility. We find that
the performance of the CE depends upon the property or
properties of interest. More specifically, ground states and
formation energies can be predicted reliably with moderate-sized
CEs, but differential adsorption energies require larger CEs to
achieve the same accuracy. The choice of figures in cluster
expansions is also examined. It is found that many figures are
interchangeable but that short-ranged pairwise figures as well as
the linear 1�1�3 triplet (Figure 1) are necessary to obtain CEs
that correctly capture the qualitative features of the Pt(111)/O
system. Additionally, strain effects are studied by isolating the
electronic effects in a CE of a database of formation energies for
unrelaxed configurations. Interactions are shorter ranged and
more repulsive at a 1NN separation in the unrelaxed configura-
tions; adsorbate-induced surface strain is responsible for longer-
ranged repulsions and contributes a 1NN attractive interaction
that decreases, but does not overcome, the intrinsic electronic
1NN repulsion.

2. COMPUTATIONAL METHODS

We used the Vienna ab initio package (VASP)37�40 to per-
form plane-wave, supercell DFT calculations within the PW91
implementation of the generalized gradient approximation
(GGA)41 and a projector augmented wave (PAW) treatment
of core electronic states.42,37,39,40 Plane waves were included in
the DFT calculations to an energy cutoff of 400 eV. Bulk Pt
energy calculations were performed on unit face centered cubic
(fcc) cells with a well-converged 30 � 30 � 30 Γ-centered
k-point mesh. The lattice constants of these cells were uniformly
distributed near the experimental value of 3.912 Å.43 Fitting these
energies to the Birch�Murnaghan equation of state44,45 yields a
computed lattice constant of 3.986 Å, which is used to determine
the dimensions of supercells in the subsequent slab calculations.
Pt(111) surface calculations were performed using a slab model
consisting of four Pt layers, an atomic oxygen adsorbate layer, and
four vacuum layers (Figure 2). The bottom Pt layer was fixed, and

Figure 1. Schematic view of Pt (111) close-packed plane, distinguishing
fcc (F) and hcp (H) sites, and illustrating representative cluster
interactions.
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the remaining layers were relaxed. For comparison, we calculated
DFT formation energies of the p(2 � 1)-O and full ML
configurations using seven Pt layers and the bottom layer fixed,
and with four Pt layers and the bottom two layers fixed.
Formation energies differed by less than 4 meV/O. A Γ-centered
k-point mesh with at least 85 k points per Å�1 was used. O atoms
were displaced from high symmetry positions and relaxed until
the energy difference between subsequent optimization steps was
less than 0.1 meV. Single point (no ionic relaxations) energy
calculations were done using the tetrahedronmethod with Bl€ochl
corrections46 to determine final relaxed GGA energies. The effect
of dipole corrections was tested on the clean, p(2� 1)-O, and full
ML configurations using a compensating dipole sheet at the
center of the vacuum and parallel to the surface, as implemented
in the VASP code.40 Formation energy differences were only 1.0
and 2.5 meV/site for the p(2 � 1)-O and full ML surfaces,
respectively, reflecting the small dipole of the Pt�O bond. Fitted
energies do not include dipole corrections.

We calculated the bond length and GGA energy of triplet
molecular oxygen in a 20� 20� 20 supercell to be 1.225 Å and
�9.8 eV/O2, respectively. The harmonic vibrational frequency,
calculated by finite difference on the forces using displacements
of 0.01 Å, was calculated to be 1550 cm�1. Both the bond length
and frequency are close to the experimental values of 1.208 Å47

and 1556 cm�1,48 respectively. For comparison, the molecular
O2 energy was also calculated from the experimental heat of
formation of gaseous water extrapolated to 0 K (H0,H2O

F ),49 and
the zero-point corrected GGA energies of H2O and H2 (E0,i)
were calculated in 20� 20� 20 supercells with an energy cutoff
of 700 eV:

E0, O2 ¼ E0, H2O �HF
0, H2O þ E0, H2 ð5Þ

The H2 vibrational frequency is 4161 cm�1 50 and those of
water are 3657, 1595, and 3756 cm�1.49 The O2 energy
calculated this way is �9.5 eV/O2. The difference between the
two references of 0.2 eV/O (0.3 eV/O2) reflects the intrinsic
uncertainty in the GGA oxygen energy. We use the O2 reference
in the results reported here. The opposite choice would uni-
formly shift all energies by 0.2 eV/O. Relative errors for atomic
oxygen on the Pt(111) surface are expected to be significantly
less as GGA DFT energies are able to correctly predict the phase
behavior.12,20�22 The error due to the uncertainty in the oxygen
reference only affects the empty and point figures in any CE
containing both of these figures, such that

δJe ¼ 1
4
δEO2 ð6Þ

δJp ¼ � 1
4
δEO2 ð7Þ

δJe and δJp are the uncertainties in the empty and point ECIs due
to the uncertainty in the oxygen reference, δEO2

. This relation can
be derived by setting (θ/2)δEO2

equal to the cluster expansion
Hamiltonian (eq 3). Pair and higher order terms are not affected
by any DFT error in EO2

.
A series of cluster expansions of the adsorbate formation

energies was constructed from the DFT oxygen energy database
(see eq 9 in section 3.1) by considering up to 10th nearest
neighbor (10NN) pairs (the largest supercell was 11.3 Å by
11.3 Å), triplets with a single side up to 5NN separation, and
larger figures with up to six sites and no two sites separated by
more than a 3NNdistance. This yielded a candidate set of 10 pair,
29 triplet, 10 quadruplet, 7 quintuplet, and 4 sextuplet figures.
Multiple steepest descent sweeps, with various sets of starting
figures, were used to search for cluster expansions with the
smallest errors. Tools from the Alloy Theoretic Automated
Toolkit (ATAT) were used to calculate cross-validation (cv)
scores for the steepest descent.26,27,51

3. RESULTS

3.1. DFT Database. The structures and DFT energies of a
total of 66 relaxed configurations of fcc atomic oxygen on
Pt(111) were computed at coverages between 0 and 1 ML.
These configurations were selected iteratively, starting from the
smallest ordered structures and adding more complicated ones
based on predictions from the CEs.26,27,51 In all cases, adsorbed
O remains in fcc sites during optimization and the surface Pt
remains near the same surface plane. Configurations and energies
are included in the Supporting Information.
To compare the stabilities of these various configurations, we

first calculate the zero-point corrected DFT formation energy,
Ef(σ), per site relative to the clean surface and molecular O2:

Ptð111Þ þ θ

2
O2 f Ptð111Þ �OðσÞ ð8Þ

EFðσÞ ¼ E0ðσÞ � E0ð0Þ
N

� θ

2
E0, O2 ð9Þ

E0(σ) is the zero-point corrected DFT energy of configuration σ.
E0(0) is the energy of the clean surface calculated in an identical
supercell.N is the number of fcc surface sites in the supercell. θ =
NO/N is the oxygen coverage of the configuration, and EO2

is the
zero-point corrected DFT energy of O2. We neglect the minor
changes in the Pt vibrational spectrum with adsorption and
include vibrational contributions of adsorbed O, assuming these
to be independent of coverage. DFT-calculated vibrational
frequencies for an adsorbed O in a p(4 � 4) supercell are 429,
380, and 377 cm�1,12 similar to the experimental values of 480
and 400 (doubly degenerate) cm�1.14 The zero-point correction
is thus linear in coverage and contributes 0.15 eV/O. Even with
the dense k-point sampling used here, we find that it is important
to construct energy differences between identically sized super-
cells to maximize error cancelation; otherwise, slight variations in
the per site E0(0) with supercell size and shape lead to spurious
predictions of relative energies and of ground states that propa-
gate into errors in the CE fitting.
Figure 3a plots the GGA-computed formation energies (eq 9)

vs O coverage. The convex hull connecting the stable ground-
state configurations is indicated with a line, and configurations
along the hull are sketched in Figure 4, including the correspond-
ing periodic supercell. The negative initial slope of the hull reflects

Figure 2. Side and top views of the smallest (1� 1) periodic cell as well
as the top view of the largest (4 � 4) periodic cell and unit vectors.
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exothermic dissociative O2 adsorption at low coverage, and the
upward curvature reflects the repulsive interactions between
adsorbates. Notable are the numerous configurations near but
not breaking the convex hull.12 The large number of configurations

close to or on the convex hull suggests, at practically relevant
temperatures and coverages away from the strong ground states,
that no one configuration will dominate the surface and, instead,
regions of coexistence and/or disorder will dominate.
Table 1 summarizes the coverages and symmetries (following

the 1996 IUPAC convention)52 of the computed ground states.
To quantify the extent to which the various ground states break
the convex hull, we calculate the hull exterior angle α, defined as
the exterior angle minus 180� (Figure 3a). Prominent ground
states with large exterior angles include the experimentally
observed p(2� 2)-O ordering (Figure 4c), in which all O atoms
are equivalent and third-nearest neighbor to one another, and
p(2 � 1)-O ordering (Figure 4e), in which O atoms form first-
nearest-neighbor rows separated by empty rows.12 The p(

√
3�√

3)-2O ground state (Figure 4g) has a hexagonal symmetry and
the largest hull exterior angle of all ground states. The 3/7 and
4/7 ML configurations (Figure 4d and f) have α values close to
that of the p(2 � 1)-O one and present similar rows of first-
nearest-neighbor separatedO. In the 3/7ML configuration, rows
of length three are offset by the p(100) vector, so that the row
ends are at second-nearest-neighbor separations. In the 4/7 ML
configuration, these rows are of length four, offset by the
p(110) vector, so that all row ends are at first-nearest-neighbor
separations. These two configurations are interesting in that
not all adsorbed O atoms are equivalent. A similar structure at
2/5ML containing p(2� 1)-O rows of length two was identified
as a ground state in a previous DFT study.21 We calculate the

Figure 4. Ground state configurations and periodic supercells in the fcc O/vacancy system on Pt(111). See Table 1 for symmetries.

Figure 3. (a) DFT formation energies (EF(σ)) for the fcc O/vacancy
system on Pt(111). Ground-state configurations are highlighted and
connected by lines. The definition of the hull exterior angle, α, is
indicated. (b) DFT differential (εAds(σ1,σ2)) and average (Eads(σ))
adsorption energies.
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2/5 ML structure to lie just above the computed convex hull.
Because of the similarity between all of these structures and the
p(2� 1)-O configuration, it may be difficult to distinguish these
in LEED or STM experiments; nonetheless, their appearance has
implications for surface adsorption energies.
The average adsorption energy, Eads(σ), per oxygen is related

to the formation energy by the coverage, θ:

EadsðσÞ ¼ EFðσÞ
θ

ð10Þ

Figure 3b plots the GGA-computed Eads vs coverage. The low
coverage limiting adsorption energy is computed to be �1.3 eV
per O using the GGA O2 reference (�1.5 eV per O using the
GGA H2O/H2 reference), which can be compared to the �1.1
eV/O inferred from an analysis of oxygen TPD.17,18,53 Calori-
metric measurements yield a more exothermic value of�1.6 eV/
O.19 Above 1/4 ML, the average energy rises gradually, again
reflecting accumulated repulsive interactions between adsor-
bates. The differential adsorption energy (εads) between subse-
quent ground states σ1 and σ2 is the slope of the connecting
convex hull, or equivalently the difference in formation energy
divided by the difference in coverage:

εadsðσ1, σ2Þ ¼ EFðσ1Þ � EFðσ2Þ
θðσ1Þ � θðσ2Þ ð11Þ

GGA-calculated differential adsorption energies are plotted as
the staircase in Figure 3b. εads is equivalent to Eads at low coverage
but exhibits discontinuous jumps at the ground states of heights
related to the hull external angle. The differential adsorption
energy becomes significantly positive at 2/3 ML coverage; even
with a generous estimate of the GGA error, O2 dissociation into
fcc sites is predicted to become endothermic above this 2/3 ML
coverage.
3.2. Cluster Expansions. We next fit the oxygen adsorbate

formation energy DFT database to a set of cluster expansion
models. While in principle the infinite cluster expansion is exact,
in practice the expansionmust be truncated at some finite number

of terms, and the selection of an optimal set of fitting figures is
one of the primary challenges to the CE approch.22,35 The most
commonmeasure of the predictive capability of a CE is the leave-
one-out cross-validation, or CV score.20�22,26�29,32 For a given
set of basis figures, the effective cluster interactions (ECIs) are
determined by least-squares fitting to all but one of the DFT
formation energies and the prediction error in the one excluded
configuration determined. This predicted error is calculated for
every configuration in the DFT database and the root-mean-
square (RMS) value of all errors is the CV score:26

CV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðECEs ðσÞ � EFðσÞÞ2
� �q

ð12Þ

Here, Es
CE(σ) is the predicted energy per site of configuration σ,

excluding that configuration from the fit, and EF(σ) is the
corresponding DFT-calculated formation energy. Our candidate
set of figures included pair, triplet, quadruplet, quintuplet, and
sextuplet figures as discussed in section 2. We built up succes-
sively larger cluster expansions using steepest descent searches in
which each subsequent addition or removal of a figure is done by
searching over all possible candidates, adding or removing the
figure that maximally decreases the CV score. To overcome local
minima in this search procedure, the addition and/or removal of
two figures simultaneously was performed when this resulted in a
lower CV score. The result of this search is shown in Figure 5,
plotted as CV score vs number of symmetry-distinct figures.
Analogous to the formation energies, a “convex hull” of CEs can
be identified, where kinks represent significant changes in the
efficiency of the CE for predicting formation energies.
The lowest cv score did not always monotonically decrease as

the number of configurations in the DFT database grew. The cv
score typically decreased on the order of 1 meV/site but
occasionally increased significantly as new oxygen configurations
expanded configuration space. The cv score did monotonically
decrease after the database reached 25 oxygen configurations,
suggesting that the relevant configuration space had been
covered. The iterative DFT and CE procedure provides a
valuable self-consistency check: we were able to identify several
miscalculatedDFT energies by the inability to fit the energies and
associated configurations within a CE.
The CE representation of the Langmuir model (eq 1) would

include only empty and point terms and, given the relatively
strong adsorbate interactions in the Pt(111)/O system, such a
model has a very large cv score of 85 meV/site. Table 2 shows the
computed ECIs for a CE that adds the 1NN figure (Figure 1), the
CE at the first kink in Figure 5. (For counting purposes, we term
this a “3 figure” CE, identifying the empty and point as the first
and second figures). This 1NN pairwise term has a large positive
ECI that strongly disfavors 1NN O pairs and improves the cv
score to 31 meV/site. A 3 figure CE with empty, point, and 1NN

Table 1. DFT-Computed Ground State Configurations and
Hull Exterior Angles, α

coverage (ML) α (deg) symmetry

(b) 3/16 3 p(4 � 4)-3O

(c) 1/4 28 p(2 � 2)-O

(d) 3/7 11 1 3
� 1 4

 !
� 3O

(e) 1/2 15 p(2 � 1)-O

(f) 4/7 8 1 3
� 1 4

 !
� 4O

(g) 2/3 30 (
√
3x
√
3)R30� � 2O

(h) 5/7 5 1 3
� 1 4

 !
� 5O

(i) 4/5 17 1 3
� 1 4

 !
� 4O

(j) 6/7 13 1 3
� 1 4

 !
� 6O

Figure 5. Cross validation (meV/site) score versus number of figures.
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figures can only predict ground states at 0, 1/3, 2/3, and 1 ML
coverage and therefore cannot predict the proper phase behavior
for dissociative oxygen adsorption on Pt(111).54

The 2NN and then 3NN pairs are the two next most important
figures found in the CE search, and CEs adding these two appear as
kinks at 23 and 17 meV/site in Figure 5, respectively. These terms
also have positive ECIs that again disfavor O at these separa-
tions. While these two-body terms are the most important O�O
interactions,12 pairwise figures alone are not able to reproduce the
asymmetry in the ground state configurations about 1/2 ML.
Figure 6a contrasts the DFT-computed formation energies with
those predicted by the 3-figure CE. This 3-figure CE fails to
reproduce the ground state at 1/4 ML coverage, predicts a spurious
ground state at 1/3 ML, predicts incorrect ground state oxygen
configurations at 3/7 and 4/7 ML, and errs seriously in the energies
of many of the nonground-state configurations. The 5-figure CE in
Figure 6b improves the energy predictions significantly inmost cases
and predicts correct ground states at 3/7 and 4/7 ML but produces
unphysical ground states at 1/3 ML and 3/4 ML.
These difficulties are reflected in the CE-computed average

and differential adsorption energies, shown in Figure 7. Average

adsorption energies are captured within 0.19 eV/O for most
configurations even in the 3 figure CE; the 5 figure CE reduces
the largest errors to 0.13 eV/O. In contrast, because of errors in
the ground state predictions, differential adsorption energies are
reproduced much less well, with errors up to 0.5 eV/O at some
coverages in the 3 figure CE and 0.3 eV/O in the 5 figure CE. In
general, pairwise only models are not able to quantitatively
reproduce coverage-dependent energies or equilibrium config-
urations of O on Pt(111).
The next minor kink in the cv vs figure search is at a seven

figure CE that adds the 1�1�3 linear triplet and the fourth-
nearest-neighbor (4NN) pair figure (Figure 1), decreasing the cv
score to 10.5 meV/site. Adding the fifth-NN pair produces a
strong kink in Figure 5 at an eight-figure CE with a CV score of
7.2 meV/site. The figures in this 8-figure CE are identical to the
Pt(111)�O figures identified in another report.20 As shown in
Figure 6c, this eight-figure CE captures the energies of nearly all
of the configurations near the ground state hull and deviates
substantially only for a few configurations far from the hull. The
worst fit configurations are striped ones with large numbers of
1NN O�O and vacant site�vacant site pairs. As shown in
Figure 7, this 8-figure CE captures average adsorption energies
within 40 meV/O for all configurations. The locations of the
steps in the differential formation energies are identified cor-
rectly, and differential adsorption energy errors are less than
84 meV/O.
It is interesting to consider the role of the 1�1�3 linear triplet

in the Pt (111)/O system. A triplet or larger odd-bodied figure is
necessary for introducing asymmetry into the ground state
predictions. In introducing the asymmetry, the 1�1�3 linear
triplet helps capture the prominent p(

√
3 � √

3)-2O and
p(2 � 2)-O configurations without disfavoring the p(2 � 1)-O
ground state configuration. The 1�1�3 correlations (average
spin product, see eq 4) are�1,�1/2, and 0 for the p(

√
3�√

3)-
2O, p(2 � 2)-O, and p(2 � 1)-O configurations, respectively,
allowing a positive ECI value to favor the p(2 � 2)-O ground
state over the p(2 � 2)-3O configuration (their correlations are
necessarily opposite for odd-bodied figures) and the p(

√
3 �√

3)-2O ground state over the p(
√
3 � √

3)-O configuration,
see Table 3. Any triplet must favor either the 3/7 or 4/7 ML
ground state and disfavor the other for any nonzero correlation,

Table 2. Effective Cluster Interactions (ECI) for Four Cluster
Expansions

ECI (meV/site)

figure 3 figure CE 5 figure CE 8 figure CE 12 figure CE

empty �402 �424 �423 �426

point �150 �148 �153 �159

1NN 75 65 55 53

2NN 21 14 12

3NN 21 11 7

4NN 7 7

5NN 7 8

6NN 3

7NN 2

8NN 3

1�1�3 8 7

1�2�3b 2

Figure 6. Cluster expansion fitted and DFT formation energies of four
CEs of increasing size.

Figure 7. Cluster expansion fitted and DFT, average, and differential
adsorption energies plotted against coverage for 3 figure CE, 5 figure CE,
8 figure CE, and 12 figure CE.
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as their correlations are necessarily opposite. The 1�1�3 triplet
has a correlation of(0.24 for these ground states, relatively small
compared to the correlations of the p(2 � 2)-O and p(

√
3 �√

3)-2O ground states. Of the three previously published Pt-
(111)�O cluster expansions, all identified this linear 1�1�3
triplet as an important term.20�22 It is interesting to note that the
most compact triples, 1�1�1a and 1�1�1b in Figure 1, which
differ as to whether they encompass an fcc or hcp hollow, do not
appear in any of the CEs constructed in this work. The correla-
tion for p(

√
3 � √

3)-2O is �1 for both 1�1�1 triplets, while
the correlation for p(2 � 2)-O is 1/2 for both triplets. Because
these are opposite in sign, any nonzero value of the ECI disfavors
one or the other of these two ground states. Similarly, these
triplets have moderate correlations of(3/7 for the ground states
at 3/7 and 4/7 ML.
Four more figures are added to reach the next significant kink

in Figure 5, including the 6NN to 8NN pairs along with either the
1�2�3b or 1�1�2 triplet, depending on the exact figure
selection procedure. The ECIs for all of these additional figures
are 3 meV or less. As shown in Figure 6d, the 12-figure CE
captures the formation energies of essentially all 66 configura-
tions within the uncertainty of the DFT model, with greatest
improvements in formation energy for configurations that are
furthest from the hull. This 12-figure CE captures the high-
energy, striped configurations much better than the 8-figure CE.
These improvements come at a cost, however: this 12-figure CE
predicts the configuration shown in Figure 8 to be 2.5 meV/site
lower in energy than the p(2� 1)-Oone, opposite the 3.4meV/site
higher predicted by the DFT. As shown in Figure 7, the 12-figure

CE reproduces average adsorption energies essentially quantita-
tively (up to 0.03 eV/O error) and differential formation energies
with a maximum error of 0.08 eV/O.
Neither 1�2�3b nor 1�1�2 triplet promote the prominent

p(2 � 2)-O, p(2 � 1)-O, and p(
√
3 � √

3)-2O ground state
structures. The 1�2�3b triplet correlations have opposite signs
for the p(2 � 2)-O and p(

√
3 � √

3)-2O ground states and
therefore cannot promote both ground states, and the 1�1�2
triplet is fit such that the p(2 � 2)-O and p(

√
3 � √

3)-2O
ground states are less energetically favorable. Both triplets have
correlations of 0 for the p(2 � 1)-O configuration. As these
triplets do not favor the ground states, the main contribution of
these triplets appears to be in better fitting with the high energy,
striped configurations.
Successively adding figures beyond the 12-figure expansion

produces a series of CEs with slowly decreasing CV scores. No
qualitatively significant new figures appear in this search. The
largest CE constructed here has 27 figures and a CV score of
1.9 meV per site. The ECI for this 27-figure CE are included in
the Supporting Information. Figure 9a compares computed and
predicted formation energies and Figure 9b the average and
differential adsorption energies vs O coverage. This 27-figure CE
reproduces all quantities essentially quantitatively (maximum
error of 0.02 eV/O). The power of the CE is in its ability to
quickly predict energies for adsorbate configurations too numer-
ous or large to practically calculate with DFT. To illustrate this
predictive ability, 20 468 O configurations with up to 15 surface
sites were generated using the ATAT and formation, average
adsorption, and differential adsorption energies predicted. The
results are shown in Figure 10. The general shape of the formation
energy hull is preserved, but as readily seen, there are very many
configurations that appear near the hull. These configurations
correspond to various defects in the perfectly ordered configura-
tions. New ground states do appear on the convex hull; however,
these ground states have α angles less than 10� and break the
convex hull by only a few millielectronvolts.
3.3. Surface Strain Effects. The effects of surface strain on

adsorbate binding energies have been investigated experimen-
tally and with first principle approaches.55�58 Surfaces under
expansion bind adsorbates more exothermically,55,56 while sur-
faces under compression bind adsorbate less exothermically.56 It
has also been seen that adsorbates, including atomic oxygen,

Table 3. Figure Correlations for theMost Prominent Ground
States and Their Spin-Flipped Conjugates

figure/correlation

σ or θ 1�1�3 1�1�1a 1�1�1b 1�1�2 1�2�3b

p(2 � 2)-O �0.5 0.5 0.5 0.5 �0.5

p(
√
3 �

√
3)-O 1 1 1 �0.33 �0.33

3/7 0.24 0.43 0.43 �0.14 0.05

p(2 � 1)-O 0 0 0 0 0

4/7 �0.24 �0.43 �0.43 0.14 �0.05

p(
√
3 �

√
3)-2O �1 �1 �1 0.33 0.33

p(2 � 2)-3O 0.5 �0.5 �0.5 �0.5 0.5

Figure 8. The 12-figure CE predicted ground state at 1/2 ML O.

Figure 9. DFT and 27-figure cluster expansion (a) formation energies
and (b) adsorption energies.
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induce strain in surfaces;12,59 however, the role of strain on
adsorbate�adsorbate interactions has not been reported. To
examine the effects of strain in adsorbate�adsorbate interac-
tions, we evaluated the energies for a smaller database of atomic
oxygen adsorbate configurations in which the platinum atoms are
fixed at their clean surface positions and oxygen atoms are fixed in
their full ML positions. (Separate tests showed that fixing or
relaxing the O atoms had a small effect on the energies and no
consequences for the conclusions here.)
The GGA formation energies for the fixed system are shown in

Figure 11. The formation energies of the fixed system are similar to
the relaxed system in that dissociative O2 adsorption is exothermic
at low coverage, the interactions are generally repulsive, as seen by
the upward curvature of the convex hull, and ground states with
large α angles exist at 1/4, 1/2, and 2/3 ML coverage. The
formation energies are different in that O2 adsorption is less
exothermic than the relaxed system, ground states with large α
angles are predicted at 1/3 and 3/4 ML coverage, minor ground
states have appeared and disappeared at various other coverages,
and there is generally more symmetry about 1/2 ML coverage.
We fitted these fixed Pt GGA energies to a CE following the

procedure above. A CE with only four figures (empty, point,
1NN, and 2NN) is able to capture the fixed Pt formation energies
with a CV score of 12 meV/site. In contrast, the same-sized CE
fits the relaxed surface energies much less well, yielding a CV
score of 23 meV/site. Table 4 shows an optimized 19-figure CE
of the fixed Pt energies with a CV score of 1.8 meV/site. From
comparison with Table 2, both types of figures and the strengths
of the corresponding ECIs change. The ECI of the 1NN pair
interaction is 16 meV more repulsive in the fixed system than
when the Pt’s are allowed to relax; however, all other pairwise
ECIs are significantly smaller. For example, the ECI of the 2NN
pair dropped to 3 meV from 8 meV, and interestingly, the 3NN
pair interaction goes from being a repulsive 7 meV to an attrac-
tive �4 meV. The optimized relaxed and fixed system CEs also
have different multibodied figures. The 1�1�3 triplet, which is
most important for the relaxed system, does not appear as an
important figure in any of fixed Pt CEs we examined. Oddly, the
multibodied figure that has the largest impact on the CV score is
the most compact quintuplet, identified in Table 2 as 5(1)�(2)
for the five 1NN and one 2NN separations in the figure. The fit of
almost every oxygen configuration moderately improves with

this quintuplet, the most noticeable improvements being for the
ground state configurations at 1/3 and 2/3 ML coverage. The
remaining multibodied figures fall into at least one of two
categories, equilateral (or isosceles in one case) triangular figures
or short-ranged figures with up to 3NN pairwise separations, but
mostly 1NN and 2NN separations. Interactions are generally
shifted from relatively long-ranged interactions, in the relaxed
system, to short-ranged interactions in the fixed system.
The Pt�O bond has a modest dipole moment,60 so that

electrostatics contribute little to the interactions. The short range
of the interactions in the fixed Pt case can be understood in terms
of simple chemical unsaturation arguments.1 When an atomic
oxygen adsorbate is on the surface, it bonds with the nearest
platinum atoms, quenching some of their chemical unsaturation.
Because the nearest platinum atoms are less chemically unsatu-
rated, other atoms (including 1NN adsorbates) bind to these
nearest platinum atoms less exothermically. A second adsorbate,
binding 1NN with respect to the first adsorbate, will share a Pt
with the first adsorbate and bind less favorably than the first
adsorbate; hence there is an effective 1NN repulsion. The next
nearest platinum atoms are now more chemically unsaturated
(since they are not bound as tightly to the nearest platinum
atoms) and will bind more strongly to other atoms than they did
without an adsorbate on the surface. However, each nearest Pt
atomhas nine neighboring Pt atoms (including subsurface atoms)
compared to only three nearest platinum atoms, so the effect is
much less pronounced for the next nearest Pt atoms. As changes
in the chemical saturation are propagated outwardly in three
dimensions, they rapidly decay such that adsorbate interactions,
due to chemical saturation/unsaturation, are short-ranged.
We performed fixed and relaxed calculations on a 6 � 6

supercell of a single O at an FCC site. Relaxation of the surface
lowers the energy by over 200 meV/O. Figure 12 shows that Pt’s
1NN to O are uniformly displaced laterally,12 causing a local
expansion of the Pt�Pt bonds (shown with red triangles), while
those farther away are compressed (shown with blue triangles).

Figure 10. The 27-figure CE predicted (a) formation energies and
(b) adsorption energies. No new ground states predicted with α > 10�.

Table 4. Effective Cluster Interactions (ECI) for Fixed
System CE

figure ECI (meV)

empty �310

point �117

1NN 66

2NN 3

3NN �4

4NN 6

5NN 1

8NN 1

1�1�1b �2

2�2�2 4

3�3�3a 1

1�4�4 1

5�5�5a 1

5(1)�(2) 2

2(1)�2(2)�2(3) 1

2(1)�2(2)�2(3) 1

7(1)�2(2)�(3) 2

4(1)�4(2)�2(3) �2

5(1)�2(2)�3(3) 1



272 dx.doi.org/10.1021/ct200659c |J. Chem. Theory Comput. 2012, 8, 264–273

Journal of Chemical Theory and Computation ARTICLE

The inset table shows the average change in the Pt�Pt bond
lengths around the adsorbed O and around each potential adsorp-
tion site up to 5NN from the adsorbedO. TheO adsorbate induced
strain increases the average Pt�Pt bond length by 8% for the Pt
atoms around theO adsorbate and by 0.2% for the Pt atoms around
the potential 1NN adsorption sites while decreasing the average
Pt�Pt bond length by 0.2 to 0.5% for Pt atoms around the other
potential adsorption sites. As strain is a long-range effect,61�65

strain-induced relaxations persist over longer distances than the
chemical saturation/unsaturation effects.
As noted above, surfaces under compressive strain bind adsor-

bates less strongly, while those under expansion bind adsorbates
more strongly.56 Therefore, adsorbate-induced strain is attractive at
1NN and repulsive at longer distances. Comparing Tables 2 and
4 confirms this trend. The long-range, strain-induced repulsions
increase the relative probability of adsorbates binding at 1NN,
acting as a pseudoattraction.

4. CONCLUSIONS

DFT-fitted cluster expansions provide a general means of
incorporating coverage dependence into models of surface ad-
sorption. Here, we have examined the performance of a series of
CEs for the Pt(111)�O system, drawing on a large DFT-
computed database of configurational energies. We have com-
pared cluster expansions of various sizes and examined their
predictive capabilities for formation energies, average and differ-
ential adsorption energies, and ground states. Pair-wise cluster
expansions poorly predict all properties investigated, but larger
CEs fare better. It was found that adsorption energy errors are
significantly larger than the formation energy errors (typically
100s of meV per O rather than up to 10 meV per site) but that
sufficiently larger cluster expansions reduce these errors.

In comparing these cluster expansions, short pairwise interaction
as well as the 1�1�3 linear triplet were found to be important for
accurately predicting properties; however, the selection of other
specific figures was less important.

Adsorption-induced surface strain contributes significantly to
adsorbate�adsorbate interactions. Surface relaxations due to
adsorbates put the surface under compressive strain. This com-
pressive strain results in relatively long-ranged, repulsive interac-
tions for adsorbates beyond 1NN separations but reduces the
repulsive interaction of 1NN adsorbates due to short-ranged
cooperative relaxations. From a thermodynamic perspective, the
long-ranged repulsions increase the probability of finding 1NN
adsorbates, ironically acting as an additional pseudoattraction.

As alluded to in the Introduction, adsorbate�adsorbate
interactions influence both the distributions/orderings of adsor-
bates at a surface as well as their adsorption energies. We have
already demonstrated the ability of CEs to quickly calculate single
oxygen, averaged, and differential adsorption energies. Additionally,
the equilibrium spatial distributions of adsorbates at surfaces may
be obtained using CEs coupled with the Monte Carlo method.21

The ability to precisely predict these quantities provides the founda-
tion required for probing the quantity and type of energetically
available dissociative O2 adsorption sites, an avenue we are
exploring to develop a better rate model for oxygen adsorption
on the Pt(111) surface, and to gain insight into the types of
dissociative O2 adsorption sites that are available and important
for catalytic oxidations and oxygen reduction reactions.36
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ABSTRACT: Extended electron-deficient arenes are investigated as potential neutral receptors for polyanions. Anion binds via σ
interaction with extended arenes, which are composed solely of C and N ring atoms and CN substituents. As a result, the positive
charge on the aromatic C is enhanced, consequently maximizing binding strength. Selectivity is achieved because different charge
distributions can be obtained for target anions of a particular geometry. The halides F� andCl� form themost stable complex with 6,
while the linear N3

� interacts most favorably with 7. The trigonal NO3
� and tetrahedral ClO4

�
fit the 3-fold rotational axis of 6

but do not form stable complexes with 5 and 7. The Y-shaped HCOO� forms complexes with 4, 5, and 7, with the latter being the
most stable. Thus, the anion complexes exhibit strong binding and the best geometrical fit between guest and host, reminiscent of
Lego blocks.

’ INTRODUCTION

Anion recognition chemistry has grown as an important
research area since the early 1960s because of the central role of
anions in biological and chemical systems and its involvement
in environmental pollution. Sensors commonly utilize ionic
(C�H)+ 3 3 3X

� and neutral (N�H) 3 3 3X
� hydrogen-bonding

interactions in the detection of anions.1,2 On the other hand, the
design of neutral anion receptors using Lewis acidic aromatic
rings is a relatively recent research field.

Theoretical calculations of anion interaction with arenes in the
gas phase show three types: (1) σ interaction, where the anion
attacks a partially positive aromatic carbon, in effect changing the
hybridization of the latter to sp3; (2) anion�π interaction,
primarily involving electrostatic (between the negative charge
of the anion and the positive quadrupole moment of the arene)
and dispersion effects; and (3) hydrogen-bond interaction aris-
ing from the increased acidity of the C�Hdonor due to electron-
withdrawing groups.3�6 There is no established delineation
between anion�π and weak covalent σ interaction; however,
on the basis of extensive studies of mostly halide complexes, Hay
et al.4b proposed that the maximum density in the region
between anion and arene, Fmax, is <0.012 e Å�3 for anion�π,
0.012e Fmax e 0.100 e Å�3 for weak σ, and Fmax > 0.100 e Å�3

for strong σ interaction. It has been demonstrated that either the
σ or the H bond complex is the global minimum conformation
for the interaction between anion and Lewis acidic aromatic
rings, particularly for F� complexes. Nevertheless, experimental
evidence of anion�π interaction has been reported, the stability
of which can be attributed to environmental factors such as
solvation and crystal packing effects.5c,7Anion�π interaction has
also been found in existing X-ray crystal structures, as discussed
in a recent review.8

Receptors for polyatomic anions commonly utilize H bond
interactions.9 It was demonstrated that H bond directionality
can be exploited to achieve steric constraints for anion shape

recognition in urea-based host structures.10 On the other hand,
anion recognition based on σ interaction has not been explored
as extensively as other modes of interaction. Some experimental
results show that this is a promising area of research for the
development of an anion receptor. A neutral tripodal receptor
composed of dinitroarenes has been reported to bind halides in
solution by forming weak σ interactions.11 Anion�σ binding by
trinitrobenzene has been subsequently confirmed by an IR
spectroscopic assay in the gas phase.12 Fluoride was also shown
to bond covalently to hexafluorobenzene through mass spectrom-
etry.13 An attractive feature of the anion�σ interaction is that the
resulting charge transfer absorption bands occur in the visible
region, enabling colorimetric detection of anions.14 Possible
weak σ interactions have been noted in some cases, as in poly-
azapyridinophane and hexasubstituted benzene-based receptors
for NO3

�, but have not been confirmed.9c,d

Weak σ interaction, and possibly anion�π interaction, are
generally enhanced with increased electron deficiency in the
arene,3�6 and, as such, extended Lewis acidic arenes are viable
receptors to strongly bind larger anions. Moreover, electron-
deficient aromatic moieties, such as N-heteroaromatic rings, are
characterized by nonuniform charge distribution, which can be
exploited to specifically target anions of a particular charge dis-
tribution and geometry. In the present study, seven single and
extended aromatic systems 1�7 are considered, composed solely
of C and N, to find suitable anion receptors for halides (F� and
Cl�) and linear (N3

�), trigonal (NO3
�, HCOO�), and tetra-

hedral (ClO4
�) polyatomic anions (Figure 1). In particular,

strong binding was observed for F�, Cl�, NO3
�, and ClO4

�

with 6, HCOO� with 4 and 7, and N3
� with 7.
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’CALCULATION METHODS

Ab initio calculations were performed using Gaussian 03.15

The initial structures were optimized using Møller�Plesset
second-order perturbation theory (MP2) with the 6-31+G* basis
set and subsequently with the aug-cc-pVDZ (abbreviated as
aVDZ) basis set. Frequency calculations were done at the
MP2/aVDZ level to confirm minimum energy structures for all
anion complexes of 1�5 and halide complexes of 6 and 7.
Because of the computational cost, frequency calculations for
6�NO3

�, 6�ClO4
�, 7�HCOO�, and 7�N3

�were performed
at the MP2/6-31+G* level. The low-lying energy structures were
corrected for basis set superposition error (BSSE) using the
counterpoise (CP) method of Boys and Bernardi.16 The MP2/
aug-cc-pVTZ (abbreviated as aVTZ) energy was determined to
obtain the binding energies at the complete basis set (CBS) limit,
which is based on the extrapolation method exploiting the fact
that the electron correlation energy is proportional toN�3 for the
aug-cc-pVNZ basis set.17 Natural population analysis (NPA)
charges, where the charge distribution is derived from the basis
functions representing the wave function,18 were calculated at
the MP2/aVDZ level.

’RESULTS AND DISCUSSION

A search on the Cambridge Structural Database (CSD, version
5.32 November 2010) revealed that 65 complexes containing
arene moieties 1�3 exhibit possible σ interaction with halides at
distances R(X�C) = 3.3�3.4 Å. In comparison, H bond inter-
actions were found in 52 complexes at R(X 3 3 3H) = 2.7�2.8 Å
and halide�π interactions in 45 complexes at vertical distance
Rv = 3.4�3.5 Å. For interactions between arene moieties and
NO3

�, 31 complexes in anion�π interactions (and possibly
weak σ interactions) were found where the vertical distance
between anion centroid and arene plane is Rv = 3.3�3.6 Å and

the relative orientations of the molecular planes are distributed
over 0�90�. In the case of ClO4

�, 70 complexes in anion�π
interactions (and possibly weak σ interactions) were found
where the vertical distance between anion centroid and arene
plane is Rv = 3.7�3.8 Å, while most complexes adopt a
T-shaped orientation (Supporting Information).

Figure 1 shows the natural bond order (NBO) charge dis-
tribution of seven single and extended aromatic systems 1�7,
composed solely of C and N. An electron-withdrawing CN
substituent (charge q = 0 au) instead of H (q = 0.2 au) makes
the aromatic core more positive, resulting in enhanced anion
binding strength. 1, 2, and 3 are single arenes whose aromatic
cores are composed of four, three, and two negatively charged
N atoms. The atomic charge of the aromatic C of 2 is the most
positive (q = 0.35 au). 4�7 are extended arenes. In the cases of
4 and 5, the central aromatic carbons (C1) are highly positive,
with q = 0.41 and 0.36 au, respectively. 6 has a highly positive
carbon C1 (q = 0.65 au) surrounded by three N atoms. The
central C1’s of 7 are surrounded by four positively charged C2’s
(q = 0.34 au). 1�6 are synthesized; 7 is a hypothetical system to
bind Y-shaped and linear anions. Figure 2 shows molecular
electronic potential (MEP) maps of 1�7.

Optimized geometries for the anion complexes of single ring
and extended systems are shown in Figure 3, with geometric and
energetic parameters summarized in Table 1. Data for the other
isomers can be found in the Supporting Information. The anion
complexes are all true minima. The most stable F� complexes
with 1�3 involve strong covalent σ interaction between the
aromatic C and F�, as evidenced by the significant charge
transfer (qCT ≈ 0.5) (Table 1) and mixing of anion and arene

Figure 2. Molecular electrostatic potential (MEP) maps of 1�7, with
the blue regions as positive and red as negative. Density rendered at
0.0020 (e Å�3)1/2 isovalues.

Figure 1. Seven types of arenes have different charge distributions due
to the difference in electronegativities between the carbon and nitrogen
atoms involved. Natural bond order (NBO) atomic charges of each
system are shown in au. The net charge on the CN substituent is 0 au
with positively charged C and negatively charged N (|q(C/N)| =
0.2�0.3 au).
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orbitals. Bond distances are∼1.5 Å, and the aromatic C assumes
a tetrahedral geometry. 1�F� has the largest binding energy
(70.0 kcal/mol), in which the arene has the most positive

N atoms. Covalent σ complexes of 1�3 with Cl� have lower
binding energies (35�40 kcal/mol); however, qCT and mixing
of orbitals are comparable to those of the F� complexes as shown

Figure 3. Optimized geometries (top and side views) of anion complexes of 1�7 at the BSSE-corrected MP2/aug-cc-pVDZ level.
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in Table 1 and Figure 4. Cl�C distances are longer (2.2�2.4 Å)
than the experimental Cl�C(sp3) bond length (1.76 Å),19

although deformation is still observed in the aromatic ring. For
comparison, F� and Cl� σ complexes of tetracyanobenzene
(interaction with C�H instead of C�CN) have lower binding
energies of 53.1 and 29.8 kcal/mol, respectively, while those of
tricyanobenzene have binding energies of 44.1 and 22.7 kcal/mol,
respectively, at the MP2/aVDZ level.4a

The Y-shaped HCOO� also forms a σ complex with 1
(representative molecular orbital (MO) shown in Figure 4),
with a slightly higher binding energy than 1�Cl� and an
aromatic C�O bond length of 2.31 Å. On the other hand, 2
complexes with NO3

� and ClO4
� have much lower qCT as

compared to the corresponding halides. However, mixing
of orbitals is observed in 2�NO3

� as in weak σ complexes.
Because the distinction between anion�π andweakσ interactions
is not well-defined for nonspherical anions, the type of interaction
in 2�NO3

� and 2�ClO4
� cannot be identified with certainty.

Binding energies for 2�NO3
� and 2�ClO4

� are 30.2 and
27.6 kcal/mol, respectively, lower than 2�Cl�. Anion�π com-
plexes of Cl� and NO3

� with triazine, on the other hand, have
much lower binding energies of ∼7 kcal/mol, respectively, at the
MP2/aVDZ level.3a The H-bond complex of Cl��triazine also
has a lower binding energy of ∼10 kcal/mol.4a

Halides preferentially attack the C1 carbon of 4, which has a
more positive charge. F� forms a strong covalent σ interaction
with one of the C1 carbons (1.47 Å) with a binding energy of
73.0 kcal/mol. Cl�, on the other hand, interacts with both C1
carbons (2.60 Å) with a binding energy of 44.8 kcal/mol. A
potential energy scan along the C1�C1 axis in Figure 5 shows
that the complex is most stable and charge transfer is most
effective when Cl� is above the midpoint of the C1�C1 bond.
4�HCOO� has one of its O atoms above the center of the ring
(2.63 Å) and the other interactingwith one of theC1’s (2.32 Å) and
has a higher binding energy than the Cl� complex of 48.0 kcal/mol.
The corresponding complex with N3

� is not a minimum structure
(Table S2). In the fused, two-ring system 5, a C2 attack by

Table 1. BSSE-Corrected MP2/CBS Binding Energies EMP2

(kcal/mol), Bond Distance R (Å), and Charge Transfer qCT
for the Global Minimum Structures of Anion Complexes of
1�7 in the Gas Phase

EMP2, kcal/mol

complexa R, Åb �qCT
c aVDZ aVTZ CBSd

1�F� 1.49 (C) 0.52 63.25 68.01 70.01
1�Cl� 2.24 (C) 0.52 36.16 39.31 40.64
1�HCOO� 2.31 (C) 0.20 38.71 40.48 41.22
2�F� 1.49 (C) 0.52 63.39 67.89 69.78
2�Cl� 2.27 (C) 0.58 32.38 35.10 36.24
2�NO3

� 2.75 (C) 0.07 28.40 29.67 30.20
2�ClO4

� 2.80 (C) 0.05 25.89 27.06 27.56
3�F� 1.52 (C) 0.52 62.02 66.34 68.16
3�Cl� 2.42 (C) 0.40 36.02 38.29 39.24
4�F� 1.47 (C1) 0.52 66.34 71.04 73.01
4�Cl� 2.60 (C1) 0.30 41.18 43.71 44.77
4�HCOO� 2.63 (r), 2.32 (C1) 0.14 45.36 47.23 48.02
5�F� 1.52 (C2) 0.52 65.37 69.68 71.49
5�Cl� 2.51 (C2) 0.34 39.98 42.32 43.30
5�HCOO� 2.54 (r) 0.05 44.30 45.85 46.50
6�F� 1.45 (C1) 0.53 79.31 84.09 86.11
6�Cl� 2.00 (C1) 0.75 44.81 48.57 50.15
6�NO3

� (r) 0.06 39.90 41.37 41.99
6�ClO4

� 2.71 (r) 0.04 37.66 39.26 39.93
7�F� 1.50 (C1) 0.50 69.29 73.14 74.76
7�Cl� 2.17 (C1) 0.59 41.87 44.41 45.49
7�HCOO� (r) 0.06 46.72 48.45 49.18
7�N3

� 2.37 (C1) 0.30 49.73 51.85 52.74
a For other isomers, see Table S2 in the Supporting Information.
bDistance between the aromatic carbon (Cx) or ring center (r) and
the interacting atom in the anion. cCharge derived from Natural Popu-
lation Analysis (NPA) and obtained by subtracting the calculated halide
charge from the unit charge of the free halide. dValues in bold are the
complexes with the highest binding energies for each anion.

Figure 4. Representative molecular orbitals (MOs) of various anion complexes showing mixing of anion and arene orbitals. MOs rendered at 0.020
(e Å�3)1/2 isovalues.
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F� and Cl� is more favorable despite less positive charge because
C1 is flanked by two negatively chargedN atoms. TheO atoms of

HCOO� point toward the center of the ring at a distance of
2.54 Å. As with the complex 4, 5�HCOO� has a larger binding
energy of 46.5 kcal/mol than the Cl� complexes. The represen-
tative MO of 5�HCOO� shows mixing of orbitals despite the
relatively low qCT value. Complexes of 5 with NO3

� and ClO4
�

have imaginary frequencies (Table S2).
NO3

� andClO4
� form complexes with the three-ring system 6,

with theO atoms interacting with the ring centers instead of the 3
C1s along the 3-fold rotational axis of 6. A potential energy scan
along the O�N�N�C2 dihedral angle j in the 6�NO3

�

complex (Figure 5) shows that an eclipsed conformation (j =
60�) results in a less stable complex. This is consistent with the
molecular electrostatic potential (MEP) of 6 indicating that the
electrostatic potential is most positive at the ring centers, despite
the negative charge of the central nitrogen (�0.43 au). It has
been demonstrated that the influence of substituents on theMEP
is transmitted through-space, and hence does not necessarily imply
local changes in the electron density.20 Both F� and Cl� form
strong σ interactions with C1. Binding energies with 6 are the
highest among all of the F� (86.1 kcal/mol), Cl� (50.2 kcal/mol),
NO3

� (42.0 kcal/mol), and ClO4
� (39.9 kcal/mol) complexes

considered in the study. Corresponding complexes of Cl�,
NO3

�, and ClO4
�with cyameluric acid (dO substituent instead

of CN) have been previously reported, but these have much
lower binding energies.3b

7�F� and 7�Cl� involve interaction with C1 with binding
energies of 74.8 and 45.5 kcal/mol, respectively. The linear anion
N3

� has a strong σ interaction with the C1 atoms with the
binding energy of 52.7 kcal/mol. In contrast, the O atoms of
HCOO� interact with the ring centers, as in 5�HCOO�, with a
binding energy of 49.2 kcal/mol. However, a potential energy
scan along theO�O�C1�C1 dihedral angle of the 7�HCOO�

complex shows that the energy difference between different
orientations, including one for which the O atoms point toward
the C1 atoms (j = 0�), is not significant (less than 1 kcal/mol).
As shown in the MEPs of 5 and 7, the region above the ring
centers also has the most positive electrostatic potential. A
7�NO3

� complex with the same geometry as 7�HCOO� is
also a minimum albeit with a lower binding energy. On the other
hand, the isomers of 7�HCOO� and 7�NO3

� wherein the O
atoms interact with C1 have imaginary frequencies. The corre-
sponding anion complex of 7 with the tetrahedral ClO4

� is not a
minimum structure as well (Table S2).

’CONCLUSIONS

In summary, strong binding of anions is exhibited by extended
Lewis acidic aromatic rings, and selective recognition is accom-
plished by matching the geometry and charge distribution
between anion and arene. The halides F� and Cl� form the
most stable complex with 6, while the linear N3

� only forms a
minimum structure with 7. These complexes are characterized by
σ interaction with the most positive aromatic C. The Y-shaped
HCOO� forms the most stable complex with 7, where the O
atoms interact with the ring centers. The trigonal NO3

� and
tetrahedral ClO4

�
fit the 3-fold rotational axis of 6. However,

complexes of these anions with 5 and 7 are not minimum
structures. The type of interaction for HCOO�, NO3

�, and
ClO4

� cannot be identified conclusively because characteristics
of anion�π and weak σ interaction are not well-defined for
nonspherical anions. However, they are characterized by weak
charge transfer (<0.1 au), so they are less susceptible to solvent

Figure 5. Potential energy scans for (a) 4�Cl� along the C1�C1 axis
(distance relative to the midpoint of the C1�C1 bond), (b) 6�NO3

�

along the O�N�N�C2 dihedral angle, and (c) 7�HCOO� along
the O�O�C1�C1 dihedral angle. Energies were calculated at the
MP2/aug-cc-pVDZ level.
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influences.5c The effect of solvation on the stability of σ com-
plexes is beyond the scope of the present study; however, the role
of explicit solvation on anion complexation has been reported in
a previous study.5c It can be seen that the most stable complexes
show the best geometrical fit between guest and host, reminis-
cent of Lego blocks. Thus, tailoring extended electron-deficient
arenes to bind polyanions of a specific geometry and charge
distribution provides a strategic method in the design of selective
neutral anion receptors and anion-based self-assembly architectures.
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ABSTRACT: We investigate the performance of the vdW-DF functional of Dion et al. implemented in the SIESTA code.
In particular, the S22 data set and several calixarene-based host�guest structures are examined to assess the performance
of the functional. The binding energy error statistics for the S22 data set reveal that the vdW-DF functional performs very well
when compared to a range of other methods of treating dispersion in density functional theory, and to vdW-DF implementations
in other codes. For the calixarene host�guest structures, the structural properties and binding energies are compared to
previous experimental and computational studies, and inmost cases we find that vdW-DFprovides superior results to other computational
studies.

’ INTRODUCTION

Ab initio quantum mechanical methods, in particular density
functional theory (DFT), arguably offer the most accurate
methods for determining the stability and properties of struc-
tures; however, they are limited by the size of systems that can be
examined. A number of DFT codes, such as SIESTA,1 use
localized basis sets, pseudopotentials, and other features such
as linear scaling that facilitate faster calculations, enabling in-
vestigations of much larger systems.

Up until a few years ago, these relatively fast DFT calculations
were not being commonly used for soft matter or biomolecular or
molecular crystals. This is because standard DFTmethods lacked
a description of van der Waals (vdW), or dispersion, forces,
which can be large and important contributions in these types of
systems. The “gold standard” of chemical accuracy in quantum
methods is arguably the perturbatively corrected coupled cluster
CCSD(T) method;2 however, the computational effort scales by
a formal cost (whereN is the system size) ofO(N7), which limits
its applicability for these soft matter applications. As a result, in
the past few years, there has been an explosion of methods that
have been developed for DFT to provide ever increasingly more
accurate descriptions of the dispersion forces and have been
generally termed DFT-D3�5 methods.

A popular proposal for including dispersion forces has been to
add an empirical correction using interatomic potentials of the
form C6R

�6,3,6�9 with parameters derived from fitting to quan-
tum mechanical calculations. These types of corrections are added
directly to standard exchange correction functionals, and a “-D” is
appended to the name, such as BLYP-D3 and B97-D4 or to
hybrid functionals such as B3LYP-D.8 A number of methods have
been published that include medium-range dispersion forces in
conventional semilocal DFT, with hybrid meta-GGA methods
such as X3LYP,10 ωB97X-D,11 M06,12 and PW6B95.13 Another
popular option has been to account for dispersion by incorpor-
ating correlation components from wave function theory, some-
times called double hybrid density functionals, with methods
such as B2PLYP14 and XYG3.15

Another approach has been to generate dispersion coeffi-
cients based on the exchange-hole dipole method (XDM). In the
XDM16�18 approach, dispersion interactions are modeled by
examining the instantaneous dipole that arises between an elec-
tron and its exchange hole. A more complex approach involves
the development of explicitly nonlocal correlation functionals
from first principles. Examples of this include the vdW-DF,19

vdW-DF2,20 and VV0921 functionals. These methods are poten-
tially more accurate than the parametrized methods mentioned
above, particularly for vdW interactions that depend on their
chemical environment.22 The vdW-DF functional has recently
been implemented22 in the SIESTA code and successfully been
used to examine binding energies in double-walled carbon nano-
tubes22 and to calculate the properties of metal organic frame-
work (MOF) materials.23,24

In this work, we performed calculations on the S22 test set of
molecules developed by Jurecka et al.25 for assessing vdW
interactions to assess the accuracy of results of the vdW-DF
implementation in the SIESTA code. In particular, we examined
the effect of several basis sets and the effect of geometry
relaxation and compare the binding energies to literature reports
for the S22 test set using a variety of different density functional
methods, including comparisons to results from vdW-DF im-
plementations in other software codes. We also calculated the
structures of two calixarene inclusion compounds, namely, p-tert-
butylcalix[4]arene 3CS2 and p-tert-butylcalix[4]arene 3 toluene,
and compare the results to previous theoretical and experimental
studies.

’METHODOLOGY

All DFT calculations were performed using the SIESTA1 code.
DFT-D calculations were performed using vdW-DF,19 as de-
scribed by Roman-Perez and Soler.22 For comparison, standard
DFT calculations were also performed using the PBE26 functional.
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Norm-conserving pseudopotentials of Troullier and Martins27

were used with the valence electron configurations of hydrogen
1s, carbon 2s22p2, nitrogen 2s22p3, oxygen 2s22p4, and sulfur
3s23p4. Hartree and exchange correlation energies were evalu-
ated on a uniform real-space grid of points with a defined maxi-
mum kinetic energy of 300 Ry. For basis set generation, we used
soft confinement potentials28 to generate both double-ζ and
triple-ζ plus polarization basis sets. Standard basis sets were
generated, where the numerical atomic orbitals were radially
confined to an extent that induces an energy shift in each orbital
of 0.001 Ry (we refer to these as the DZ, DZP, or TZP basis for
double-ζ, double-ζ polarized, and triple-ζ polarized basis sets).
The other basis set was of triple-ζ polarized quality (herein
referred to as TZP-L) and used an 8 Bohr cutoff for all orbital
types (s, p, d, and f) and an explicit polarization orbital defined as
a single-ζ of (l + 1) angular momentum, also with an 8 Bohr
cutoff.

We use the S22 set of complexes of common molecules to
examine the accuracy of our vdw-DF calculations. The S22 set
can be grouped into three subgroups based on their noncovalent
interactions: (i) hydrogen-bonded complexes, (ii) complexes
with predominant dispersion contributions, and (iii) mixed
complexes in which electrostatic and dispersion contributions
are similar in magnitude. The S22 reference geometries are taken
from Jurecka et al.,25 where all geometries were optimized at
either the CCSD(T) or MP2 level (and in several cases where
hydrogen positions were not reported for reference structures,
they optimized the hydrogen atom positions at the DFT B3LYP
level). The binding energies of the S22 set have recently been
revised (the reference geometries are unchanged) by Takatani
et al.,29 who used a larger and more complete basis set than the
original work, so we will compare our binding energies to both
the original S22 binding energies of Jurecka et al.25 and the new
S22A binding energies of Takatani et al.29 Our calculations of the
S22 set are performed using both the reference geometries and
with full geometry relaxations.

While many literature studies of test sets of compounds in-
clude an estimate for basis sets superposition errors (BSSE),
usually via the counterpoise correction (CP) method, there are
just as many literature studies that do not report any BSSE
corrections with their binding energies. The counterpoise meth-
od can be problematic because, although it can improve the ac-
curacy for very small basis sets (smaller than 6-31+G(d,p)), it can
lead to less accurate results for moderate and large basis sets.30 In
more complex systems such as biopolymers, trimers, and other
soft materials, the CPmethod can be impractical or ambiguous.31

Grimme and co-workers3,4,32 argue that with good quality basis
sets, such as polarized triple-ζ basis sets, BSSE effects are small
and are not required, and this is the approach that we will follow.
We calculated a BSSE correction for several S22 examples and
found it was of similar magnitude to that reported by Antony and
Grimme,32 supporting our decision not to report BSSE calcula-
tions in this paper.

For calculations of the structures of p-tert-butylcalix[4]arene 3CS2
and p-tert-butylcalix[4]arene 3 toluene, we use the TZP-L basis
set and the other computational parameters listed above. We
optimized the structures in both the gas phase and solid state
(fixed at the experimental lattice parameters and fully relaxed),
using the p-tert-butylcalix[4]arene 3CS2 crystal structure of
Schatz et al.33 and the p-tert-butylcalix[4]arene 3 toluene crystal
structure of Arduini et al.34

’RESULTS AND DISCUSSION

A. S22Data Set. In Table 1, we report the binding energies for
calculations of the S22 data set for a range of basis sets and the
GGA functionals with (vdW-DF) and without (PBE) dispersion,
at the reference and fully relaxed geometries. The reference
energies in Table 1 are the S22A binding energies from Takatani
et al.29

There are some clear trends in the binding energies in Table 1
with, for example, PBE overestimating the binding energies for
hydrogen bonded complexes. As a visual aid to clearly show the
trends in Table 1, we have plotted the difference between the
binding energies from our calculations (ΔE) and the binding
energies of the reference S22A data set (ΔEref), as shown in
Figure 1. For the PBE functional, we see a clear trend of over-
estimation of binding energies for hydrogen bonded complexes
and an underestimation for complexes with predominantly dis-
persion interactions or for mixed interaction compounds. This is
the case for both the reference geometries and fully relaxed struc-
tures. Due to some fortuitous error cancellation, PBE still per-
forms reasonably well for some compounds, such as the ammo-
nia dimer or the ethene�ethyne dimer. Jurecka et al.35 also
reported similar behavior in their calculations of the S22 data set.
GGA functionals like PBE are known to typically overestimate
the strength of hydrogen bonds,36 and we found similar behavior
in our previous SIESTA calculations of the strongly hydrogen
bound potassium dihydrogen phosphate system.37,38

For the vdW-DF functional using TZP and TZP-L basis sets,
we find the opposite behavior of that of the PBE functional, in
general underestimating the binding energy for hydrogen bonded
complexes and overestimating for predominantly dispersion and
mixed complexes, although the deviation is much less than for the
PBE functional. Using the slightly smaller DZP basis sets, the
vdW-DF generally overestimates (although some are still under-
bound) the binding of all complexes. Using the DZ basis set, the
smallest basis set we examined, the results for the dispersion and
mixed complexes are similar in magnitude and direction to the
larger basis set results; however for the hydrogen bonded com-
plexes, there is a large problem of overbinding. The fully relaxed
geometries exhibit similar trends to those with the geometries
fixed at the S22 reference geometry.
To quantify the trends in the binding energy results for the S22

data set as a whole, we compute three quantities—namely, the
mean deviation (MD), mean absolute deviation (MAD), and
root-mean-square deviation (RMSD). These are defined in the
following way:

MD ¼ 1
n ∑

n

sys
ðΔE�ΔEref Þ,

MAD ¼ 1
n ∑

n

sys
jΔE�ΔEref j,

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n ∑

n

sys
ðΔE�ΔEref Þ2

s

In Table 2, we compare the MD, MAD, and RMSD for our
calculated binding energies based on the S22A reference energies
and compare the results to a recent study by Burns et al.,40 who
reported a comprehensive investigation of the S22 data set with a
wide range of exchange-correlation (XC) functionals. In Table 2,
we report only a selection of different XC functional results from
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Burns et al.,40 in particular, only choosing results using a basis set
(aug-cc-pVTZ) similar in size to the largest basis sets used in this
study and choosing results without BSSE corrections.

The results in Table 2 highlight why using several error statistics
can give a better gauge of the performance of a particular choice
of XC functional and basis set, rather than just one. For example,
if we only examined the MD of results, our vdW-DF TZP re-
sult for the full relaxed geometry gives the smallest deviation
(�0.26 kcal/mol); however, when examining the MAD and
RMSD results, we find it actually has slightly worse results than
the DZP and TZP-L results for both the reference and fully
relaxed geometries. Comparing the reference geometry results
to the fully relaxed results we find that the errors are smaller for
the results at the ideal reference geometries (by approximately
0.2 kcal/mol) when using the DZ, TZP, and TZP-L basis sets.
Using the DZP basis sets, the results are very similar at the
reference and fully relaxed geometries.
The overall results for the MAD and RMSD show that, when

the vdW-DF functional is used, the DZP basis sets gives the best
results, slightly outperforming the TZP-L basis set, which is
slightly better than the TZP basis set results. Using the smallest
DZ basis sets, the vdW-DF performs overall as badly, or worse,
than the PBE functional, which was not designed to include van
der Waals forces. Delving into the MAD and RMSD values in
more detail, we can examine which basis set performs best for
particular types of van der Waals complexes. For example, for the
mixed complexes at the reference and fully relaxed geometries,

Table 1. Binding Energies (kcal/mol) for the S22 Data Seta

reference geometry relaxed geometry

functional PBE vdW-DF PBE vdW-DF

basis set ref TZP DZ DZP TZP TZP-L TZP DZ DZP TZP TZP-L

hydrogen bonded complexes

1 (NH3)2 �3.17 �3.46 �3.96 �3.10 �3.04 �3.01 �3.52 �3.91 �3.26 �3.14 �3.12

2 (H2O)2 �5.02 �6.49 �7.25 �5.57 �5.49 �5.36 �6.86 �8.22 �5.95 �5.76 �5.56

3 formic acid dimer (C2 h) �18.61 �22.16 �23.04 �20.32 �18.53 �18.82 �22.46 �23.57 �18.58 �16.90 �17.68

4 formamide dimer (C2 h) �15.96 �17.44 �18.60 �16.68 �15.16 �15.37 �17.78 �19.83 �16.36 �14.75 �15.46

5 uracil dimer (C2 h) �20.65 �21.37 �24.17 �21.17 �19.64 �20.05 �21.22 �24.54 �19.99 �18.35 �19.32

6 2-pyridoxine-2-aminopyridine �16.71 �18.57 �22.18 �17.85 �17.02 �17.36 �19.25 �23.56 �17.37 �16.47 �16.98

7 adenine�thymine WC �16.37 �17.91 �23.61 �17.46 �16.42 �16.97 �18.28 �22.56 �17.09 �15.95 �16.58

complexes with predominant dispersion contributions

8 (CH4)2 (D3d) �0.53 �0.48 �1.33 �1.13 �1.22 �0.96 �0.44 �3.91 �1.13 �1.21 �0.96

9 (C2H4)2 (D2d) �1.51 �0.77 �1.43 �1.50 �1.65 �1.59 �0.84 �8.22 �1.67 �1.73 �1.76

10 benzene�CH4 (C3) �1.50 �0.31 �1.26 �1.37 �1.44 �1.78 �0.76 �23.57 �1.78 �1.85 �2.04

11 benzene dimer (C2h) �2.73 0.02 �3.24 �3.23 �4.01 �3.59 �0.63 �19.83 �3.60 �4.18 �4.00

12 pyrazine dimer (Cs) �4.42 �1.43 �5.45 �4.86 �5.31 �5.18 �1.93 �24.54 �5.31 �5.61 �5.57

13 uracil dimer (Cs) �10.12 �6.04 �9.55 �11.87 �11.97 �12.09 �5.63 �23.56 �11.18 �10.82 �11.37

14 indole benzene �5.22 �0.47 �4.97 �5.07 �6.00 �5.61 �2.16 �22.56 �5.57 �6.29 �6.01

15 adenine thymine (stack) �12.23 �5.75 �12.58 �12.81 �13.38 �13.40 �6.06 �3.91 �13.19 �13.42 �13.43

mixed complexes

16 ethene�ethyne (C2v) �1.53 �1.64 �1.33 �1.13 �1.94 �2.14 �1.80 �1.32 �1.68 �2.00 �2.21

17 benzene H2O (Cs) �3.28 �3.46 �1.43 �1.67 �4.24 �3.91 �3.72 �1.70 �4.50 �4.34 �3.95

18 benzene NH3 (Cs) �2.35 �1.75 �1.26 �1.78 �2.69 �2.80 �1.86 �1.63 �2.65 �2.82 �2.88

19 benzene HCN (Cs) �4.46 �3.62 �3.24 �3.60 �4.37 �4.76 �3.71 �3.68 �4.18 �4.44 �4.84

20 benzene dimer (C2v) �2.74 �1.24 �5.45 �5.31 �3.19 �3.44 �1.36 �5.91 �2.76 �3.22 �4.00

21 indole benzene T-shape �5.73 �3.84 �9.55 �11.18 �5.87 �6.47 �3.82 �10.40 �5.64 �5.88 �6.39

22 phenol dimer �7.05 �6.14 �4.97 �5.57 �7.29 �7.91 �6.60 �5.60 �7.19 �7.45 �8.26
aThe reference binding energies (Ref.) are the S22A binding energies from Takatani et al.29

Figure 1. Binding energies differences (ΔE � ΔEref) for the S22 data
set with respect to the S22A reference binding energies of Takatani
et al.29 The geometries of molecules are either fixed at the reference
(ref.) S22 geometries of Jureka et al.25 or fully relaxed (relax.).
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the TZP basis performs best. For hydrogen-bonded complexes,
the TZP-L basis performs best at the reference geometry, and the
DZP basis performs best at the fully relaxed geometry. Burns
et al.40 found that a DZP type basis performed slightly better for
hydrogen bonded complexes, while a TZP type basis performed
better for the dispersion complexes. These results illustrate how
the choice of basis set and the type of intermolecular interaction
affects the binding energy results.
Comparing the S22A error statics in Table 2, we find that the

vdW-DF in SIESTA performs well when compared to the subset
chosen here of the many XC functional results reported by Burns
et al.,40 SCS-MP2 results of Takatani et al.,29 and the vdW-DF/2
results of Lee et al.20 In particular the MD, MAD, and RMSD for
our vdW-DF calculations of the reference structures are similar in
magnitude to the M05-2X and wB97X-D cc-pVTZ hybrid XC
functionals and are slightly better than the SCS-MP2 and BP86-
D3 results. The vdW-DF error statistics are slightly worse than
the B97-D3 GGA functional results and the B3LYPD-D3 and
M05-2X-D3s hybrid functional results. Lee et al.20 report MAD
and RMSD values of 0.94 and 1.38 kcal/mol, respectively, for
their vdW-DF (revPBE) implementation. Our MAD and RMSD
results from SIESTA are slightly better using the DZP, TZP, and

TZP-L basis sets, both at the reference and the fully relaxed
geometries, indicating that the performance of the vdW-DF in
SIESTA is very good. Although the form of the vdW-DF (revPBE)
functional is the same, these differences may arise due to the
implementation in the respective codes, the type of basis set
(e.g., planewave or localized orbitals), the quality of basis set, or
the type of pseudopotentials used or other factors. Compared to
the vdW-DF2 results of Lee et al.,20 our results are slightly worse.
The newly revised S22A binding energies for the S22 data set

were recently published by Sherrill and co-workers.29,40 S22

Table 2. Mean Deviation (MD), Mean Absolute Deviation
(MAD), and Root Mean Square Deviation (RMSD) for S22
Data Set Binding Energies Using the S22A Reference Binding
Energy Results of Takatani et al.29a

MD MAD RMSD

this study

PBE TZP � ref. 0.76 1.68 2.23

vdW-DF DZ � ref. �1.34 1.58 2.39

vdW-DF DZP � ref. �0.53 0.58 0.78

vdW-DF TZP � ref. �0.41 0.67 0.89

vdW-DF TZP-L � ref. �0.53 0.67 0.85

PBE TZP � relax. 0.47 1.61 2.11

vdW-DF DZ relax. �1.78 1.91 2.70

vdW-DF DZP relax. �0.49 0.59 0.75

vdW-DF TZP relax. �0.26 0.90 1.10

vdW-DF TZP-L relax. �0.52 0.83 0.98

GGA-D

B97-D3b 0.14 0.36 0.44

BP86-D3b �0.73 0.77 0.96

hybrid functionals

M05-2Xb 0.42 0.64 0.85

M05-2X-D3b �0.28 0.39 0.49

PBE0-D3b �0.40 0.55 0.70

B3LYPD-D3 cc-pVTZb �0.32 0.37 0.49

wB97X-D cc-pVTZb �0.79 0.79 0.92

other

SCS-MP2c �0.72 0.80 0.96

vdW-DF(revPBE)d 0.83 0.94 1.38

vdW-DF2(PW86)d 0.48 0.52 0.71
aBinding energy error statistics are in kcal/mol and do not include BSSE
corrections. Our results use either the reference (ref.) or fully relaxed
(relax.) geometries. bResults from Burns et al.40 using an aug-cc-pVTZ
basis set. cResults from Takatani et al.29 using an aug-cc-pVTZ basis set.
dResults from Lee et al.20

Table 3. Mean Deviation (MD), Mean Absolute Deviation
(MAD), and Root Mean Square Deviation (MRSD) for S22
Data Set Binding Energies Using the S22 Reference Binding
Energy Results of Jurecka et al.25 a

MD MAD RMSD

this study

PBE TZP � ref. 0.80 1.82 2.44

vdW-DF DZ � ref. �1.30 1.60 2.48

vdW-DF DZP � ref. �0.49 0.55 0.75

vdW-DF TZP � ref. �0.36 0.56 0.73

vdW-DF TZP-L � ref. �0.49 0.61 0.72

PBE TZP � relax. 0.51 1.74 2.32

vdW-DF DZ relax. �1.74 1.87 2.77

vdW-DF DZP relax. �0.44 0.53 0.64

vdW-DF TZP relax. �0.21 0.75 0.94

vdW-DF TZP-L relax. �0.48 0.73 0.83

GGA-D

BLYP-Db �0.39 0.53 0.64

B3LYP-Dc �0.28 0.48

B97-Dc 0.44 0.50

hybrid functionals

mPW2PLYP-Dd 0.64 0.71 0.87

B2PLYP-Dd 0.57 0.58 0.72

M05-2Xe 0.29 0.57 0.72

M06-2Xf �0.14 0.44 0.56

XDM

PW86PBE-XDMg 0.46

other

vdW-DF(revPBE)h 0.88 0.95 1.32

vdW-DF2(PW86)h 0.52 0.55 0.72

vdW-DF(revPBE)i 1.36 1.39 1.96

vdW-DF(PBE)i �1.15 1.19 1.39

vdW-DF(revPBE)j 1.50

vdW-DF(B86)j 0.53

optB88-vdWj 0.23
aBinding energy error statistics are in kcal/mol and do not include BSSE
corrections. Our results use either the S22 reference (ref.) or fully
relaxed (relax.) geometries. bResults fromAntony andGrimme32 using a
TZV(2df,2pd) basis set. cResults fromChai andHead-Gordon11 using a
6-311++G(3df,3pd) basis set. dResults from Scwabe and Grimme14

using a TZV(2df,2pd) basis set. eResults from Zhao and Truhlar30 using
a 6-31+G(d,p) basis set. fResults from Zhao and Truhlar41 using a 6-311
+G(2df,2p) basis set. gResults from Kannemann and Becke39 using the
basis-set-free Numol method.42 hResults from Lee et al.20 iResults from
Gulans et al.43 using a TZP basis set. jResults from Klimes et al.44 using a
aug-cc-pVTZ basis set.
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literature studies before these S22A results were published used
the reference binding energies from Jurecka et al.25 To enable
direct comparison of our results to these earlier published studies, in
Table 3 we compare the MD, MAD, and RMSD for our calcul-
ated binding energies based on the S22 binding energies reported
by Jurecka et al.25

The literature S22 binding error statistics in Table 3 are by no
means an attempt to collate all studies in the computational
literature; we have simply made a selection of the wide ranging
literature with examples of different types of dispersion imple-
mentations such as XDM or hybrid methods for which to
compare our results. Many of the studies14,32,35,40 we referenced
in Table 3 reported results for other density functionals and also
reported results for a variety of basis set sizes or other computa-
tional parameters.
Examining the error statistics in Table 3, in particular, the

MAD and RMSD values, we find that at the reference geometries,
our vdW-DF results compares well to other DFT-D methods.
The MAD values of approximately 0.6 kcal/mol for the DZP,
TZP, and TZP-L basis sets are similar to, or better than, the
majority of literature results reported in Table 3. As mentioned
before, using the fully relaxed geometries, the results are slightly
worse for the DZ, TZP, and TZP-L basis sets. Comparing our
results to the vdW-DF results of Lee et al.,20 this time for the S22
binding energies, we see similar behavior to that for the S22A
binding energies in Table 2 with our MAD and RMSD values
being slightly better, both at the reference and the fully relaxed
geometries. Again, our results are slightly worse compared to the
vdW-DF2 results. Gulans et al.43 reported their own implemen-
tations of vdW-DF(revPBE) and vdW-DF(PBE) in the SIESTA
code, and their results appear to be much less accurate than our
results at both the reference and fully relaxed geometries, although
these values used a CP correction, which will alter these values,

particularly depending on their basis set choices etc. Klimes
et al.44 examined the vdW-DF based on six different GGA func-
tionals, finding theMAD values varied from 1.50 kcal/mol for the
vdwDF(revPBE) functional to 0.53 kcal/mol for the vdwDF-
(B86) functional. At the reference geometries, our MAD values
of 0.56 and 0.61 kcal/mol for the two basis set options indicate
that the vdw-DF(revPBE) implementation in SIESTA performs
extremely well compared to these results. Klimes et al.44 also
report MAD values for several new optimized functionals, with
the optB88-vdW functional performing best with a MAD of
0.23 kcal/mol.
A particular advantage of SIESTA is that the localized numer-

ical basis set enables us to examine (with full relaxation of unit
cells and atomic coordinates) systems such as large biomolecules
and soft matter systems, which would not be accessible to a
planewave basis set or using high-order correlated based meth-
ods. The compromise for this speed and ability to examine large
systems is accuracy; however, our results for the S22A and S22
binding energies in Tables 1�3 show that the vdW-DF imple-
mentation in SIESTA overall performs extremely well when
using good quality DZP or TZP basis sets. In particular, when
compared to vdW-DF implementations in other software codes
reported by Lee et al.20 and Klimes et al.,44 the SIESTAMAD and
RMSD values were better than or at least equally as good as the
other implementations. A revised version of the vdW-DF has
recently been published and is termed vdW-DF220 and reports
improved accuracy for the S22 data set as reported above. In the
future, if this is implemented in SIESTA, this could lead to even
better performance for the S22 data set in SIESTA. There is little
difference between the binding energies for the DZP, TZP, and
TZP-L basis sets at the reference S22 geometries; however, when
using fully relaxed geometries, the DZP basis set performs
slightly better than the TZP-L and TZP basis sets. On the basis

Table 4. Comparison of the Structural Parameters for p-tert-Butylcalix[4]arene 3CS2 from Theory and Experimenta

gas phase solid state

ref. relax. ref.

vdW-DF PBEb HFc vdW-DF vdW-DF PBEb exptld

a (Å) 12.911 12.770

b (Å) 12.811 12.770

c (Å) 13.185 13.314

Ar�O4 θ1 (deg) 120 126 125 120, 120 121, 121 125, 125 122

Ar�O4 θ2 (deg) 123 126 125 123, 123 125, 124 125, 125 122

Ar�O4 θ3 (deg) 121 126 125 124, 123 123, 124 124, 125 122

Ar�O4 θ4 (deg) 123 126 125 124, 124 124, 124 124, 124 122

C(CS2)�O4 (Å) 5.75 5.93 6.51 5.64, 5.66 5.58, 5.64 5.75, 5.80 5.45, 5.45

C�S (Å) 1.59, 1.61 1.59, 1.60 1.55 1.59, 1.61 1.59, 1.61 1.56, 1.58 1.50,1.61

OH�OH (Å) 2.70, 2.71 2.73 2.69, 2.71 2.70, 2.71 2.68

O4-CS2 (deg) 4.6 1.2 0.0 2.4, 2.5 2.9, 3.2 0.9, 1.2 0.0

Ib (%) 89 57 89, 89 89, 90 92

dA (Å) 8.20, 8.43 8.48 8.39, 8.49 8.40, 8.58 8.34
aTheoretical structures are either fixed at the reference experimental lattice parameters (ref.) or have fully optimized lattice parameters and atomic
coordinates (relax.). Ar�O4 angles are the angles between the four aromatic rings (Ar) and the O4 plane, which is defined by the four phenol oxygen
atoms (OH) in the calixarene. C(CS2)�O4 is the height of the CS2 molecule above the O4 plane. C�S is the CS2 molecule bond lengths, with S1 being
the inner sulphur atom and S2 being the outer atom.O4�CS2 is the tilt between the long axis of the CS2molecule and theO4 plane. The distance dA is the
separation between the top-most carbon atoms of the aromatic rings (Ar) on opposite sides of the calixarene cage. The inclusion percentage (Ib) is
calculated using Ib = (dist(S1�S2)� dist(S2�planeb))/(dist(S1�S2)), where planeb represents the top of the calixarene cavity.

bResults from Ogden
et al.46 cResults from Schatz et al.45 dCrystal structure from Schatz et al.33
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of these results, we then examined the structure of two calixarene
inclusion compounds.
B. p-tert-Butylcalix[4]arene 3CS2 and p-tert-Butylcalix-

[4]arene 3 toluene. We have performed vdW-DF calculations
on the p-tert-butylcalix[4]arene structure with toluene and carbon
disulfide (CS2) guest molecules to examine the performance of
the vdW-DF for calixarene host�guest structures. In Table 4, we
report the structural parameters of the p-tert-butylcalix[4]arene 3CS2
compound in both the gas phase and the solid state. We ex-
amined the solid state calixarene structure fixed at the experi-
mental lattice parameters of Schatz et al.33 (allowing atomic
coordinates to relax), and with fully optimized lattice parameters
and atomic coordinates, to allow for comparison with other the-
oretical investigations.45,46

The fully optimized p-tert-butylcalix[4]arene 3CS2 structure in
Table 4 shows good agreement with the room temperature
experimental crystal structure of Schatz et al.33 For the fully
optimized crystal structure, there is a small distortion from a
tetragonal to orthorhombic unit cell, although the lattice para-
meters are within 1% of the experimental values, and the rest of
the structural properties are in good agreement with those
calculated at the experimental lattice parameters.
Comparing the values in Table 4, the main differences that

appear in both the gas phase and solid state are the C(CS2)�O4

distance and the inclusion percentage (Ib), both of which give a
measure of how much the CS2 guest molecule is included within
the calixarene cage (a higher inclusion percentage will have a
smaller C(CS2)�O4 distance and vice versa). For both Ib and
C(CS2)�O4 values, the vdW-DF results in the gas phase and
solid state phase are much closer to the experimental values than
the other theoretical calculations.
The inclusion percentage for the vdW-DF calculations is ap-

proximately 90% in both the gas phase and solid state, very close
to the experimental value of 92% and noticeably higher than the
HF value of 57%. Correspondingly, the C(CS2)�O4 distances
are shorter in the vdW-DF calculations with 5.75 Å in the gas
phase to 5.58�5.66 Å in the solid state (reference and relaxed
geometries, respectively) for the vdW-DF. The PBE results for
the C(CS2)�O4 distances are 5.93 and 5.75�5.80 Å for the gas
phase and solid state, respectively, and 6.51 Å for the gas phase
HF results calculations. In theoretical calculations using the
vdW-DF and PBE functionals, there is a small tilt of the CS2
molecule of several degrees with respect to the O4 plane, which is
not seen in the experimental structure or HF calculations. In
Figure 2a, we show the gas phase (light gray) and fully relaxed
solid state structures (dark gray) of p-tert-butylcalix[4]arene 3CS2,
showing a single calixarene unit overlaid for each. In this figure,
the CS2 molecule is clearly further into the cage in the solid state
(dark gray) structure than the gas phase structure (light gray), as
quantified earlier by the C(CS2)�O4 distances. There are also
some small differences in the orientations of the methyl side
chains of the tert-butyl groups.
In Table 5, we report the structural parameters of the p-tert-

butylcalix[4]arene 3 toluene compound in both the gas phase and
the solid state. We examined the solid state calixarene structure
fixed at the experimental P112/a crystal structure reported by
Arduini et al.34 (allowing atomic coordinates to relax) and with
fully optimized lattice parameters and atomic coordinates.
The experimental crystal structure of p-tert-butylcalix-

[4]arene 3 toluene has been reported in several different crystal
structures at a range of temperatures. The high temperature
structures were reported as being in the tetragonal P4/n space

group;47 then later structural refinements reported monoclinic
structures.34,48 In Table 5, we report the two monoclinic struc-
tures for comparison to our computational results. In the
monoclinic structures, the toluene guest molecules induce a
distortion in the host calixarene molecules, and there is a cor-
relation of guest molecules in adjacent calixarene molecules.48 If
no distortion occurred, the four Ar�O4 angles in Table 5 would
be the same value. The actual position of the toluene molecule in
the experimental structures is dynamically disordered and typi-
cally averages to give either a 4-fold47 or 2-fold34,48 symmetry. In
this study, we perform static electronic structure energy mini-
mizations. Molecular dynamics simulations would be required to
investigate the dynamical nature of the guest molecule, but this
was not the focus of this investigation.
Examining the gas phase structures in Table 5, we find that the

vdW-DF structure is slightly closer to the experimental structures
than the PBE results of Ogden et al.,46 in particular for the
Ar�O4 angles and the CH3�O4 distance. The CH3�O4 dis-
tance is a measure of how much the toluene molecule is included
within the host molecule, so the PBE value of 3.93 Å, compared
to the vdW-DF value of 3.77 Å, indicates that the toluene is more
included in the vdW-DF calculations.
Looking now at the solid state structures there is quite

reasonable agreement between the vdW-DF and PBE results46

with the experimental structures. For the vdW-DF results at the
experimental (ref.) geometry, the CH3�O4 distances are 3.61
and 3.66 Å, very similar to the PBE results of 3.64 and 3.66 Å. The
experimental monoclinic structures report a similar lower value
in the range of 3.65�3.70 Å, but the second distance is about
0.1 Å longer than the vdW-DF and PBE results. The interplanar
tilt of the toluene molecules is also slightly larger in the vdW-DF

Figure 2. Superposition of the gas phase and solid state (fully relaxed)
structures of (a) p-tert-butylcalix[4]arene 3CS2 and (b) p-tert-butylcalix-
[4]arene 3 toluene. The gas phase structures and solid state crystal
structures are colored light gray and dark gray, respectively.
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calculation, with angles of 23.7 and 26.6�, compared to experi-
mental values ranging from 18 to 23�. When we fully relaxed the
solid state structure, we found that the lattice parameter changes
were less than 2% different compared to the experimental crystal
structure. The CH3�O4 distances of 3.63 and 3.67 Å are similar
to the result fixed at the experimental lattice parameters and are
again slightly less than the experimental results. The interplanar
angles of 23.3 and 26.3� are slightly larger than for the fixed lattice
parameters (values of 23.7 and 26.1�) but are slightly over-
estimated compared with the experimental values. Overall, the
PBE and vdW-DF functionals appear to perform quite similarly
for the structural parameters of the solid state structures, while
the vdW-DF appears to perform slightly better for the gas phase

structure. In Figure 2b, we show the gas phase (light gray) and
fully relaxed solid state structures (dark gray) of p-tert-butylcalix-
[4]arene 3 toluene, showing a single calixarene unit overlaid for
each. In this figure, the toluene molecule sits further into the cage
in the solid state (dark gray) structure than the gas phase struc-
ture (light gray), as quantified earlier by the CH3�O4 distances.
There are also some small differences in the orientations of the
methyl side chains of the tert-butyl groups.
After examining the structural properties of the p-tert-butyl-

calix[4]arene 3CS2 and p-tert-butylcalix[4]arene 3 toluene com-
pounds, we now examine the binding energies. In Table 6, we
compare the binding energies of the p-tert-butylcalix[4]arene 3 toluene
and p-tert-butylcalix[4]arene 3CS2 compounds in both the gas
phase and solid state, defining the binding energy as per guest
molecule, with reference to the isolated gas phase species. As
reported earlier with the S22 data set, we do not include any
BSSE corrections in these binding energies.
The binding energy results in Table 6 clearly show that the

binding of toluene and CS2 molecules is weaker in the gas phase
than the solid state. This is not unsurprising as the cavity in the
solid state is well-defined and the guest molecules are also
influenced by binding with neighboring calixarene host mol-
ecules. For the p-tert-butylcalix[4]arene 3CS2 structure, the bind-
ing energy in the gas phase is�13.27 kcal/mol, while in the solid
state, the values are �83.42 and �83.59 kcal/mol, respectively,
for the fixed and fully relaxed structures, respectively. For the p-
tert-butylcalix[4]arene 3 toluene in the gas phase, the binding
energy is �21.78 kcal/mol, compared to �92.27 and �92.67
kcal/mol for the fixed and fully relaxed solid state structures,
respectively. Previous PBE calculations of Ogden et al.46 of the p-
tert-butylcalix[4]arene 3CS2 structure also predicted this beha-
vior with values of �0.76 and �1.84 kcal/mol for the gas phase
and solid state structures, respectively, although they acknowl-
edge the magnitude of the binding energies will be under-
estimated due to a lack of suitable description of the dispersion
forces. Overall, the vdW-DF in SIESTA appears to provide good

Table 5. Comparison of the Structural Parameters for p-tert-Butylcalix[4]arene 3 toluene from Theory and Experimenta

gas phase solid state

ref. relaxed ref.

vdW-DF PBEb vdW-DF vdW-DF PBEb exptl.c exptl.d

a (Å) 18.239 12.756 17.889 17.814

b (Å) 18.127 12.756 17.899 17.806

c (Å) 13.647 13.793 13.827 13.890

Ar�O4 θ1 (deg) 118 123 117, 119 119, 120 123, 121 119 120

Ar�O4 θ2 (deg) 124 132 124, 122 125, 125 127, 128 124 125

Ar�O4 θ3 (deg) 118 124 120, 120 121, 121 122, 123 120 120

Ar�O4 θ4 (deg) 125 127 126, 126 125, 124 126, 126 125 125

CH3�O4 (Å) 3.77 3.93 3.61, 3.66 3.63, 3.67 3.64, 3.66 3.70,3.84 3.64, 3.83

toluene tilt (deg) 0.3 3.5 3.7, 4.1 4.2, 5.5 1.1, 3.8 0 4.2, 7.7

interplanar angle 19.1 23.7, 26.6 23.3, 26.3 19.0, 24.8 19.6, 23.1 18.0, 21.9
aTheoretical structures are either fixed at the reference experimental lattice parameters (ref.) or have fully optimized lattice parameters and atomic
coordinates (relax.). Ar�O4 angles are the angles between the four aromatic rings (Ar) and the O4 plane, which is defined by the four phenol oxygen
atoms (OH) in the calixarene. CH3�O4 is the height of the toluenemolecule above theO4 plane. The toluene tile is the angle between the long axis of the
toluenemolecule and theO4 plane. The interplanar angle is the angle between the pseudo-mirror plane of two of themethylene C atoms and the plane of
the aromatic ring in the toluene molecule. bResults from Ogden et al.46 using the P4/n crystal structure of Andreeti et al.,47 where α = β = γ = 90�.
cCrystal structure from Arduini et al.34 using the P112/a space group. dCrystal structure from Enright et al.48 using the P2/c space group, where α = β =
90 and γ = 89.91�.

Table 6. Binding Energy (kcal/mol) per Guest Molecule of
p-tert-Butylcalix[4]arene 3 toluene (Toluene) and p-tert-
Butylcalix[4]arene 3CS2 (CS2) for the Gas Phase and Solid
State Structuresa

gas phase

vdW-DF PBE DZPb

CS2 �13.27 �0.76

toluene �21.78

solid state

vdW-DF PBE DZPb

fixed at exptl unit cell relaxed unitcell fixed at exptl unit cell

CS2 �83.42 �83.59 �1.84

toluene �92.27 �92.67
aThe solid state structures are those reported in Tables 4 and 5. bResults
from Ogden et al.46 using the P4/n crystal structure of Andreeti et al.,47

where α = β = γ = 90�.
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descriptions of both the gas phase and solid state structures of
p-tert-butylcalix[4]arene 3CS2 and p-tert-butylcalix[4]arene 3 toluene,
based on structural properties reported in Tables 4 and 5 and the
binding energies reported in Table 6 and in most cases provide
superior results to other theoretical studies.

’CONCLUSIONS

We have investigated the performance of the vdW-DF im-
plemented in the SIESTA code for the S22 data set, examining
the effect of basis set choice and atomic relaxation. Using theMD,
MAD, and RMSD error statistics, we have quantified the results
against both the S2225and S22A39 reference binding energies and
find that SIESTA performs very well compared to a range of
results from other studies. We find that at the reference geome-
tries there is little difference between the DZP, TZP, and TZP-L
basis sets; however, when full atomic relaxations are carried out,
the DZP basis overall gives the best results by approximately
0.2 kcal/mol. Dividing the S22 compounds into their dominant
van der Waals interactions (hydrogen bonded, dispersion domi-
nated, or mixed), we also demonstrated how different basis sets
performed better for particular types of van der Waals interactions.

We then examined the performance of vdW-DF for two
calixarene host�guest inclusion compounds, namely, p-tert-
butylcalix[4]arene 3CS2 and p-tert-butylcalix[4]arene 3 toluene.
We examined both the gas phase and solid state structures and
compared the results against other theoretical investigations and
experimental data. Overall, for both inclusion compounds, vdW-
DF performs extremely well and outperforms other Hartree�
Fock and DFT PBE results where published. In particular, for the
p-tert-butylcalix[4]arene 3CS2 compound, the vdW-DF calcu-
lated structures show that the CS2 molecule is included further
into the host compound than other theoretical calculations
and much better matches the experimental structures. Binding
energy calculations show that the guest molecules are much more
strongly bound in the solid state than the gas phase, as expected.
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ABSTRACT: The fast-folding mechanism of a 35-residue mini-protein, villin headpiece subdomain (HP35), was investigated using
folding free energy landscape analysis with the multiscale free energy landscape calculation method (MSFEL). A major and a minor
folding pathway were deduced from the folding free energy landscape. In the major folding pathway, the formation of helices II and III
was the rate-limiting step in the transition to an intermediate state, triggered by the folding of the PLWKmotif. HP35 then folds into the
native structure through the formation of the hydrophobic core located at the center of the three-helix bundle. Mutations in the motif
and hydrophobic core that suppressed folding into the native state drastically changed the folding free energy landscape compared to
the wild type protein. In the minor folding pathway, nucleation of the hydrophobic core preceded formation of the motif.

1. INTRODUCTION

The folding of proteins into their native structures plays an
important role inmanybiological processes. Proteinmisfolding and
aggregation into amyloid-like fibrils are thought to cause some
diseases.1�5 Recent dramatic advances in the power of computa-
tional methods have enabled researchers to trace a series of folding
pathways frommolecular dynamics (MD) simulations on the order
of microsecond time scales. Significant progress has been made
recently in ab initio folding simulations of some fast-folding mini-
proteins, including chignolin (10 residues),6,7 Trp-cage (20
residues),8,9 and HP35 (35 residues).10�13 Predicted structures
of small proteins typically deviate from experimental structures
determined by NMR or X-ray crystallography by 2�4 Å in the Cα

atoms. Conventional MD (CMD) allows for direct observation of
the time course of folding events. Information obtained in the form
of MD trajectories provides dynamic pictures of conformational
transitions. However, generating multiple trajectories sufficient for
establishing kinetic views of protein folding is challenging.

The free energy landscape (FEL) introduces an important
concept for investigating free energy changes on a given reaction
coordinate space from a statistical point of view. However, the
complex energy surface prevents accurate conformational sam-
pling of the FEL due to trappings into local energy minima,
resulting in bad conformational samplings. Therefore, samplings
of rare events like conformational transitions jumping among
minima are important to calculate the FEL accurately. To over-
come this sampling problem, many computational methodolo-
gies have been developed, including the extended ensemble
method like the multicanonical MD (McMD)14,15 and replica
exchange molecular dynamics (REMD)16,17 methods. In the
McMD method, a non-Boltzmann sampling enables random
walks on the energy space without trapping in local energy
minima. A target ensemble can be reconstructed by reweighting.
In the REMD, a set of simulations is performed at different
temperatures, and temperature exchanges are periodically at-
tempted according to the Metropolis criterion,18 which attains

random walks in the temperature space and prompt escape
from local energy minima. The combination of the REMD with
the umbrella sampling like REUS (replica-exchange umbrella
sampling)19 and bias-exchange method20 is also an effective
approach to enhancing conformational sampling. In these meth-
ods, the umbrella potentials are exchanged in the REMD as well
as temperatures. Metadynamics21 is a powerful method that can
be used both for calculating free energy and for accelerating rare
events in systems. In this method, the normal evolution of the
system is biased by a history-dependent potential constructed as
a sum of Gaussians centered along the trajectory followed by a
suitably chosen set of collective variables. The sum of Gaussians
is used for reconstructing iteratively as an estimator of the free
energy and forcing the system to escape from local minima. The
Wang�Landau method22 is an extended Monte Carlo method
for calculating the density of state efficiently by performing in-
dependent random walks in different and restricted ranges of
energy. The resultant density of states is modified continuously
to produce locally flat histograms. This method permits us to
directly access the free energy and entropy. The transition path
sampling method23 is a method for sampling a conformational
transition called the “reactive path” that connects a given reactant
and product conformation starting from an arbitrary initial
transition path. The reactive transitional paths are sampled with
the Metropolis criteria so as to hold a certain ensemble. This
method has been successful in folding studies and conforma-
tional samplings of small proteins.24�27 Transform and relax
sampling (TRS) was successful in sampling protein domain
motion and mini-protein folding.28 Recently, we proposed a
new approach to calculating the FEL, called the multiscale free
energy calculation method (MSFEL).29 In this method, multiple
conformations are generated to cover a broad conformational
space with a coarse-grained (CG)model. Distributed all-atom (AA)
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MD simulations are then performed using umbrella sampling30,31

to sample local energy landscapes in parallel. Finally, the FEL
is calculated using the weighted histogram analysis method
(WHAM).32�34 The MSFEL method has been applied to the
study of short peptides and mini-proteins, and the efficiency of the
FEL calculation has been demonstrated.29,35

In this study, we investigated the fast-folding mechanism of
the 35 amino acid residue villin headpiece subdomain (HP35) in
explicit solvent using theMSFELmethod.HP35 is anF-actin-binding
domain located on the far C-terminus of the super villin.36,37 HP35
can spontaneously fold into its native structure within microseconds
without the assistance of disulfide bonds and metal ions. The native
structure of HP35 has been determined using both NMR and X-ray
crystallography in high resolution.38,39 SinceHP35 is small in size and
folds quickly and cooperatively, it has also been studied extensively
using kinetic experiments,40,41 mutagenesis,42,43 and computer
simulations.10�13 The folding FEL of HP35 by computer simula-
tions has been first investigated in implicit solvent,12 and inter-
mediate and transitional conformations on the folding pathway
have been reported.13 The folding of HP35 has been also investi-
gated in explicit solvent.44�49 In experiments, mutational analyses
of key residues have revealed the mechanism of fast folding.50,51

For further understanding of the folding mechanism of HP35,
especially, the information of the folding FEL in explicit solvent,
which is still difficult to measure by experimentation, is an
important factor in the filling of gaps between experiments and
computations. The accurate estimations of free energy difference
from the folding FEL calculations are quite meaningful for com-
paring and supporting experimental data in addition to the
elucidation of the folding pathway. Therefore, we focused on
the folding FEL of HP35 in explicit solvent and more accurately
calculated the folding FEL using the MSFEL.

2. MATERIAL AND METHODS

Implementation of the MSFEL. A MSFEL analysis consists of
four stages. In the first stage, a CG MD simulation is performed
to sample a broad conformational space. To address the folding
of HP35, a replica exchange MD (REMD) simulation17 with a CG
model was used to further enhance the conformational sampling. The
CGREMDsimulationswere performed by our originalMDprogram
developed for theMSFEL.We employed a Cα-based CGmodel29 to
widely sample the conformational space around a reference structure.
The potential energy function was defined as the sum of bond, angle,
torsion, and Lennard-Jones-type energy terms as follows:

VCGð rBCαj rBCα0Þ ¼ ∑
ji � jj¼ 1, i < j

k12ðrCαij � rCα0ij Þ2

þ ∑
ji � jj¼ 2, i < j

k13ðrCαij � rCα0ij Þ2

þ ∑
ji � jj¼ 3, i < j

k14ðrCαij � rCα0ij Þ2

þ ∑
ji � jj < rc,

ji � jj > 3

kLJ½
rCα0ij

rCαij

 !12

� rCα0ij

rCαij

 !6

�

ð1Þ

where rij
Cα0and rij

Cα represent the distance between the ith and jth
atoms of the reference and instantaneous structures, respectively. The
forth term is associated with the atom pairs within the cutoff distance
rC = 10.0 Å in the native structure. To build the CG potential, the
reference Cα coordinates were adopted from the X-ray structure of
HP35 (Protein Data Bank ID: 1YRF)38 shown in Figure 1 and were
also used as the initial structures of theCGREMD.The global energy
minimum of this potential function is designed to be the X-ray
structure. Therefore, this CG model can be considered a Go-like
model, a type of model widely used in protein folding studies.52�54

The parameter rij
Cα0 = 3.8 Å was determined first to reproduce the

optimal distance between two adjacent Cα atoms. The value of k12
was determined to best reproduce the distribution with the relation
between the variance of the Gaussian at 300 K, σ = 5.651� 10�2 Å,
β = 5.919� 10�1 kcal/mol, and k12 = 1/βσ

2. The other parameters
were defined by the ratios to k12 as k13/k12 = 1/5 and k14/k12 = kLJ/
k12 = 1/100, and theNewtonian equation ofmotion is integrated by a
time step 15 ps. TheCGREMDsimulations were performedwith 10
replicas at exponentially distributed temperatures of 200, 239, 286,
342, 404, 489, 585, 700, 853, and 1041 K. A 106-step production CG
MD run after a 103-step equilibration was performed under a
canonical ensemble with a Nos�e�Hoover chain thermostat.55 The
two replicaswith neighboring temperatureswere exchanged every 103

steps, and a total of 104 snapshots were recorded every 102 steps. The
average exchange rate between replicas was 0.31, which is sufficiently
high to achieve efficient sampling.
In the second stage,multiple representative structureswere chosen.

These structures should roughly cover the entire conformational
space sampled in the CGMD analysis and be distributed densely
enough so that each AA MD trajectory in the third stage sig-
nificantly overlaps with its neighboring trajectories. From struc-
tures obtained using the CG model, BBQ56 was used to generate
main-chain atoms from the Cα coordinates. Next, SCWRL57 was
employed to generate side-chain atoms. A total of 100 AA struc-
tures were constructed in this study. The Cα coordinates were
picked up from 10 REMD trajectories with equal intervals.
In the third stage, independent AA MD simulations were

conducted to investigate each local FEL more accurately around
the distributed initial structures. The 100 AA structures were
solvated in a rectangular box (63.9 Å � 55.2 Å � 48.1 Å)
containing 3456 TIP3P water molecules.58 Two chloride ions
were also added to neutralize the system. The AA MD simula-
tions were independently performed using the PMEMDmodule
of the Amber 9.0 software59 with the Amber parameter ff03 force
field.60 For the purpose of intensive local sampling, we employed
the umbrella sampling method30,31 and used harmonic positional
restraints for the Cα atoms as the umbrella potentials.29 Short

Figure 1. The native structure of HP35. The hydrophobic core residues,
PLWK motif, and the definition of the two segments are shown. Figure
created using VMD.67
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energy minimizations and 300 ps relaxation MD runs that
included density adjustments with an isothermal�isobaric en-
semble at 300 K and 1 bar were then conducted using the
Berendsen method. The systems were equilibrated with a
canonical ensemble for 100 ps with harmonic restraints (1.0 �
10�4 kcal/mol/Å2) imposed on the Cα atoms (except for the
N- and C-terminal residues) for umbrella samplings. Production
runs were performed for 1 ns � 100 trajectories, and each trajec-
tory was recorded every 1.0 ps. In both the equilibration and
production runs, the temperature was maintained at 300 K, and the
SHAKE algorithm61 was used to enable the use of a long time step
of 2 fs. Electrostatic interactions were calculated using the particle-
mesh Ewald method62 with a real space cutoff distance of 9 Å.
In the final stage, the probability distributions obtained in the

previous stagewere reweighted and combinedusing theWHAM.32�34

3. RESULTS AND DISCUSSION

3.1. Overview of the MSFEL. In the MSFEL method, the CG
MD simulation is performed in the first stage to efficiently sample
the conformational space. Figure 2 shows the time series of the
Cα root-mean square deviation (Cα-RMSD) of two segments
defined as described previously.12,13 The A and B segments are
composed of helices I�II (residues 3�21) and helices II�III
(residues 15�33), respectively. Segments A and B overlap with
helix II in order to consider local folding between helices I and III
with respect to helix II. As shown in Figure 2a, both segments
folded and unfolded frequently during the CG MD simulation,
which is indicative of efficient conformational sampling. For
comparison, we performed a conventional long (100 ns) AAMD
simulation at 300 K in explicit solvent after a 1 ns equilibration
starting from the native structure (Figure 2b). In the CMD
simulation, HP35 was trapped around the native state, resulting
in insufficient conformational sampling for calculating an accu-
rate folding FEL. These results indicate that the CGMD simula-
tion enables enhanced conformational searching with relatively
low computational cost. We also examined the growth of the
three helices, helix I (residues 3�10), helix II (15�19), and helix
III (22�33) in the CGMD.We defined an order parameterΦ as
the ratio of the helical residues in each helix. For each snapshot of
the CG MD, main-chain atoms were generated by BBQ,56 and
the secondary structure assignment was done by STRIDE.63 As
shown in the time of evolution of Φ (Figures 2c�e), folding and
unfolding of the helices were frequently observed.
In the second stage, 100 CG structures were selected from

trajectories of CG REMD simulations. From each trajectory that
contains 104 snapshots of the Cα coordinates, 10 snapshots are
selected at every 103 intervals (10 snapshots � 10 replicas).
Then, 100 AA structures were generated from the Cα coordi-
nates using CG-AAmappings. The projections of the CGREMD
trajectories onto the subspace spanned by Cα-RMSDs for
segments A and B of the native structure (Figure 3a) and those
of the 100 selected CG structures (Figure 3b) shows that the
representative structures roughly cover the conformational space
sampled in the CG level. The overlaps of the AAMD trajectories
with its neighboring trajectories (Figure 3c) also indicate that the
representative structures were dense enough (also see Figures 5a�c
later). Since accuracy in CG-AA mapping is important, mappings
were examined with a benchmark coordinate set similar to that
used in our previous work.29 A total of 10 000 AA coordinates
that included both native and unfolded structures were gene-
rated using AA MD. Next, Cα coordinates were picked, and AA

coordinates were reconstructed usingCG-AAmapping. The heavy-
atom RMSD of the reconstructed structures from the original
ones were also examined. For main-chain mapping, the distribu-
tion of the RMSD had a very sharp peak at around the average
value 0.55 Å, with a standard deviation of 0.01 Å, which can be
considered as sufficiently small compared to thermal fluctuation.
This is because the arrangement of the main-chain, with the
exception of the termini, is almost determined by the geometrical
condition of the Cα coordinates.56 However, for side-chain
mapping, the RMSD distribution had a broad peak averaging
1.97 Å, with a standard deviation of 0.21 Å. The coordinates of
the generated side chains are determined as one of the optimal
arrangements.57 Since the alternative side-chain arrangement is

Figure 2. (a) Time series of the Cα-RMSD of segment A (helices I and
II) and segment B (helices II and III) from the X-ray structure during
the CG MD simulation (replica 1). (b) Time series of the 100 ns all-
atomCMD at 300 K in explicit solvent starting from the native structure.
(c, d, e) Time series of the order parametersΦ for helices I, II, and III in
the first replica of CG MD.
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possible, we examined whether rotamer transitions occur fre-
quently during AA MD, as was shown in the case of Trpzip2.29

Figure 4 shows rotamer transition frequencies during a 1 ns MD
of HP35. Highly exposed side chains showed very high transition
frequencies. Even in the well-packed side chains, the transition
frequencies were sufficient to take the other rotamer states. This
result suggests that the calculated FEL has minimal dependence
on the choice of initial side-chain arrangements.
After 100 independent AA MD simulations in the third stage,

the FEL was calculated in the fourth stage using the WHAM. To
calculate the FEL properly, AA MD trajectories should signifi-
cantly overlap with a sufficient number of neighboring trajec-
tories. In addition, the convergence of the calculated probability
density should be examined. We calculated the number of over-
laps between trajectories per trajectory, K. A pair of trajectories is
regarded as overlapped if the Cα-RMSD between the average
structures is smaller than 1.0 Å. For each pair of overlapping
trajectories, an all-to-all comparison is made among the snap-
shots, and the fraction of overlap Δ is estimated using the same
Cα-RMSD criterion. One trajectory overlapped with K = 5.0 (
2.8 trajectories, and = 21.8( 16.4% of the snapshots overlapped
in each pair of overlapping trajectories on average. We confirmed
that all of the trajectories were not isolated and that all of the
snapshots were connected in conformational space. To examine
the convergence of K and values, 10 distinct series of the trajec-
tories were prepared in random order. The value for the number
of trajectories, n = 30, for example, indicates the quantity

calculated with 30 trajectories and averaged over 10 distinct sets.
TheK and values were calculated as a function of n (Figures 5a,b).
TheK value rapidly increased from 0 to 5, but the rate of increase
became slower in the range ng 40 (Figure 5a). The values almost
convergedwhen30ormore trajectorieswere considered (Figure 5b).
We also examined the convergence of probability distributions
projected onto a two-dimensional subspace spanned by the
reaction coordinates. As shown in Figure 5c, σ almost converged
at around n = 30, corresponding to the convergence of trajectory
overlap. From these results, we concluded that the calculated
FEL is well-converged with 100 trajectories.
To examine the convergence of the FEL versus the tertiary

packing, we focused on the hydrophobic core formed as aromatic
stacking of PHE6, PHE10, PHE17, and PHE35 shown in
Figure 1. The fraction of the native contacts among the four
phenylalanine residues (NC) was chosen as the reaction co-
ordinate to describe the tertiary packing. To consider whether
the 1 ns AA MD simulation is sufficient, one-dimensional FELs
projected onto the NC calculated from the first and second
halves of the all-atom 1 ns trajectories and their difference are
shown in Figure 6. Since the difference is significantly smaller
than kBT, we judged that the 1 ns AA MD simulations were
sufficient in length.
3.2. Major and Minor HP35 Folding Pathways. Figure 7a

shows the folding FEL of HP35 obtained using the MSFEL
method (1 ns � 100 runs) projected onto the two-dimensional

Figure 3. (a) Projections of the CG MD trajectories onto the subspace spanned by the Cα-RMSD of segment A and segment B and (b) those of the
select 100 CG snapshots. (c) Overlapping regions among 100 distinct AA MD trajectories depicted by solid rectangles on the projected subspace. The
overlap is counted if at least two distinct trajectories visit the rectangle. The size of each rectangle is 0.10 Å � 0.10 Å.

Figure 4. Transition frequencies of side-chain dihedral angles (χ1�χ5)
of each amino acid residue of HP35 in 100 1-ns AA MD simulations.
Each symbol shows the transition frequency from one MD trajectory.

Figure 5. AA trajectory overlap and FEL convergence as a function of
the number of trajectories considered, n. (a) The average number of
overlapping trajectories per trajectory, K. (b) The average fraction of
overlapped snapshots between pairs of overlapping trajectories, . (c) The
convergence of the probability distribution projected onto the corre-
sponding subspace, σ.
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subspace spanned by the Cα-RMSD of two segments (RA and
RB) from the crystal structure (PDB ID: 1YRF). In the folding
FEL, four distinct states exist: denatured (D), major inter-
mediate 1 (I1), minor intermediate 2 (I2), and native folded
(N) (Figure 7a). To select the representative structures of these
states, we first divided the subspace into four regions, D (RA > 2.0
Å, RB > 2.0 Å), I1 (RA > 2.0 Å, 0 < RB < 2.0 Å), I2 (0 < RA < 2.0 Å,
RB > 2.0 Å), and N (0 < RA < 2.0 Å, 0 < RB < 2.0 Å), and
calculated the weighted probability densities for grid points. The
snapshot closest to the weighted average structure of the highest
density grid in each region was selected as the representative
structure.
To extract putative dynamic folding pathways, we first focused

on the folding FEL (Figure 7a). As the first folding processes, the
denatured protein folds into one of near intermediate states, I1 or
I2. These two intermediate states can be distinguished from the
denatured states by partial folding of segment A or B. Therefore,
one-dimensional FEL projected onto the Cα-RMSD of each
segment can describe the first folding processes, DfI1
(occurred in 1.0 Å < RA) or DfI2 (occurred in 1.0 Å < RB).
The one-dimensional FEL on each first folding process was
calculated as a double-well shape (Figure 9a,b). As the second
folding processes, the intermediate structures fold into the native
ones through partial folding of the remaining segment, I1fN
(occurred in 1.0 Å > RB) or I2fN (occurred in 1.0 Å > RA).
Thereby, the second folding process can be also described by the
one-dimensional FEL projected onto the Cα-RMSD of each
segment. The folding FEL on the second folding process also
shows a double-well shape (Figure 9c,d). These pictures are the
putative dynamical folding pathways extracted from the folding
FEL shown in Figure 10a,b. As shown in Figure 9a,d, each state
during DfI2fN was separated by relatively high free energy
barriers compared to DfI1fN (Figure 9b,c). Therefore,
DfI1fN is a more favorable route in the folding and defined as

the major folding pathway, whereas DfI2fN as the minor
folding pathway.
In the major folding pathway (DfI1fN), segment B forms

first (DfI1), and then the remaining region in segment A
docks with segment B through I1 to reach N (I1fN). This
can be interpreted as a two-step folding process. This major
folding pathway agrees well with previous results calculated
using REMD simulation (20 replicas � 400 ns) with implicit
solvent13 and multicanonical replica-exchange (MUCAREM)
molecular dynamics (MD) simulations (total 2.28 μs) with ex-
plicit solvent.46

In this folding process, the formation of segment B precedes
the hydrophobic residue contacts (Phe6, Phe10, and Phe17) that
form the hydrophobic core necessary for stabilizing the native
structure shown in Figure 1. In the minor folding pathway
(DfI2fN) on the other hand, formation of segment A pre-
cedes formation of segment B. This minor folding pathway was
not described in previous reports.12,13 Segment A in I2 is consi-
dered to be unstable because there is no hydrophobic side-chain
stacking with segment B. As the energy barrier from I2 to N is
relatively high (∼6 kBT), the minor folding process from I2 to N
would be expected to occur infrequently.
The folding FEL of HP35 indicates that the formation of I1

is the rate-limiting step in the process. Previous experimental
work supports this hypothesis, suggesting that a well-conserved,
solvent-exposed PLWK motif (residues 21�24) in segment B is
critical for fast folding.50 This site is considered to function as a
structural gatekeeper in the HP35 folding process. The rigid
Pro21 situated in the linker region between helices II and III
plays a crucial role in restricting the movement of the two helices.
The formation of this site initiates the folding of segment B.
To characterize the formation of the PLWK motif and

segment B, segment B2 (residues 3�24) consisting of helix II
and segment B3 (residues 21�33) consisting of helix III were
examined for overlap of the PLWK motif (21�24) in the two
segments. Characterization of overlap in this region enabled us to
determine whether formation of the PLWK motif is correlated
with the formation of segment B2 or segment B3. Figure 8
shows the FELs using the RMSDof segments B2 and B3 from the
native structure as the reaction coordinates. In the major folding
pathway, formation of segment B precedes formation of segment
A (DfI1). Therefore, in the first stage of folding, the FEL can be
calculated without considering the formation of segment A (RA >
2.0 Å). Furthermore, the first stage of the folding FEL is divided
into two types depending upon whether the motif forms or not.
Figure 8a,b shows the FEL in the first stage of folding. The two
folding FELs obviously show that segment B begins to form with
the formation of the motif (Figure 8b) and that segment B does
not form without formation of the motif (Figure 8a). These
results support the experimentally derived hypothesis that the
motif is the structural gatekeeper of HP35.50 Figure 8b also
shows that the formation of helix II is followed by the formation
of helix III. Therefore, the following folding pathway is sug-
gested: formation of the PLWK motif is triggered first, and then
segment B is formed from C-terminal helix III to helix II.
We hypothesize that in the second folding stage (I1fN)

formation of the hydrophobic core acts as a driving force for
folding into the native state. To examine this possibility, fractions
of native contacts between hydrophobic residues (Phe6, Phe10,
and Phe17) and the Cα-RMSD of segment A were employed as
reaction coordinates. The folding FEL of the second stage was
calculated under the condition that segment B has already

Figure 6. The one-dimensional free energy landscapes defined as the
function of the fraction of the native contacts among hydrophobic
core residues, PHE6, PHE10, PHE17, and PHE35. The solid and
broken lines correspond to the free energy landscapes calculated
from the first and second halves of the 1 ns trajectories, respectively.
Hereafter, free energy value, F, is scaled by kBT. Their difference is
also shown below.
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formed (RB < 2.0 Å). Figure 8c shows the folding FEL in the
second stage of folding and indicates that the formation of seg-
ment A is dependent upon formation of the hydrophobic native
contacts. The calculated free energy difference during the folding
process (∼4 kBT) was slightly smaller than the experimentally
derived value (∼5 kBT).

40 This is a better agreement than previ-
ous work with implicit solvent.13

In the minor folding pathway, the order of segment formation
is reversed; the formation of segment A (DfI2) precedes the
formation of segment B (DfI1). The trigger for the minor path-
way is contact of the hydrophobic residues to form the hydro-
phobic core, not the formation of the motif as in the major
pathway. Figure 8d shows the FEL of the first folding stage in the
minor folding pathway when segment B was not formed (RB >
2.0 Å). After the formation of segment A (RA < 2.0 Å), segment B

is formed through the formation of the motif in the same order
(helix IIIfhelix II) as shown in Figure 8e,f. Graphical summary
representations of the major and minor folding pathways are
shown in Figure 10a,b. This minor folding pathway is consistent
with the recent result of triplet�triplet-energy transfer (TTET)
experiment.64 The high-free-energy intermediate found to be
accessible from the N state is expected to correspond to I2 in the
MSFEL. The experimental activation barrier between D and I2
was reported to be ∼7 kBT,

64 which is comparable to our calcu-
lation ∼6 kBT. The slight underestimation may be due to the
choice of the force field. It has been reported that the AMBER
ff03 force field had higher helical stability than in experiments.
Folding enthalpies were also less than half of the experimental
value.65 Furthermore, it has been pointed that the ff03 favors a helical
unfolded state and a diffusion-collision-type folding mechanism.

Figure 7. (a) The folding FEL of HP35 projected onto the subspace spanned by the Cα-RMSD of segment A and segment B calculated using the
MSFEL method. (b) Folding FEL of the P21A and (c) F6A/F10A/F17A mutants.
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Individual helices were rather stable in isolation and dock
together to form the folded state. Actually, this interpretation
agrees with the folding pathways shown as Figure 10a,b; each
segment docks together into the native conformation when each
helix is almost folded. Therefore, the stability of helical structures

with the ff03 force field may lead the underestimation of the D to
I2 free energy difference.
The folding pathways observed in this work are also compared

to the result of all-atom unbiased 100 μs MD simulations66 in
which the same force field (AMBER ff03) was employed.

Figure 8. (a, b) The folding FEL of HP35 in the first stage of the major pathway (DfI1, RA > 2.0 Å) projected onto the two-dimensional subspace
spanned by the Cα-RMSD of segments B2 and B3, (a) without considering the formation of the PLWK motif and (b) considering formation of the
PLWKmotif. (c) The folding FEL of HP35 in the second stage of the major pathway (I1fN, RA < 2.0 Å) projected onto the two-dimensional subspace
spanned by fractions of the native contact between the hydrophobic residues (Phe6, Phe10, and Phe17) and the Cα-RMSD of segment A. (d) The
folding FEL of HP35 in the first stage of the minor pathway (DfI2, RB > 2.0 Å) projected onto the same reaction coordinates as for c. The folding FEL
of the second stage in the minor pathway (DfI2, RA < 2.0 Å) (e) when the motif was not formed and (f) when the motif was formed.
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The folding free energy barrier height along the 1D major
pathway at 300 K derived from Figure 9b,c corresponds to
∼1.2 kcal/mol (∼2.0 kBT), which is 6.0 times higher than the
value at 390 K (∼0.2 kcal/mol).66 This difference will be
originated from the temperature difference because the frequent

observation of the folding�unfolding transitions at 390 K should
be caused by the reduction of the free energy barrier. The order of
helix formation on themajor folding pathway derived fromFigure 8
showed good agreementwith that of the all-atomMDsimulation in
the following points: (1) helix 1 is relatively unstable in the un-
folded sate; (2) helices 2 and 3 form during the early stage of the
folding process; and (3) helix 1 is nearly always the last to form.
3.3. Mutation in the PLWK Motif. The importance of Pro21

in the PLWK motif has been shown by the point mutation
experiments.50,51 The point mutation P21A had a dramatic effect
on the folding of HP35. It has also been suggested that Pro21
may responsible for critical interactions for folding into the native
structure. To examine the effect of this mutation in the PLWK
motif from a point of view of FEL, we constructed a mutant
(P21A) and calculated its folding FEL (Figure 7b). The forma-
tion of segment B was clearly suppressed in this mutant, indicat-
ing that the rigid Pro21 in the linker region between helices II
and III plays an important role in stabilizing segment B. This
mutation only suppressed the formation of segment B; therefore,
Pro21 is essential for controlling the major folding pathway
through its influence on the formation of the PLWK motif. This
result was in good agreement with previous NMR and CD
experimental and computational results of the point mutation.50

3.4. Mutation in the Hydrophobic Core. To address the
effect of mutations in the hydrophobic core shown in Figure 1,
we constructed a triple mutant, F6A/F10A/F17A. Figure 7c

Figure 9. (a,b) The one-dimensional free energy landscapes projected
onto the Cα-RMSD of segment A and B on the first folding processes of
the minor and major folding pathways and (c,d) those of the second
folding processes of the major and minor folding pathways.

Figure 10. Schematic representations of (a) the major and (b) minor folding pathways. Figure created using VMD.67
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shows the folding FEL of the mutant. The mutations are
expected to suppress the formation of segment A as the forma-
tion of the hydrophobic core is the driving force behind the
formation of segment A in the minor folding pathway. The fold-
ing FEL shown inFigure 7c indicated that therewas suppressionof the
formation of both segments A and B. These observations agree well
with the previously reported results of mutagenesis experiments,42

suggesting that these three phenylalanine residues play crucial roles in
stabilizing the native structure and in the folding of HP35.

4. CONCLUSION

In the present work, we studied the folding process of the fast-
folding mini-protein HP35 by investigating the folding FEL in
explicit solvent using the MSFEL method. A previously unre-
ported minor folding pathway in the order of DfI2fN was
identified in this work in addition to the major folding pathway,
DfI1fN, described previously.12,13 In the minor pathway, the
driving force behind folding is the formation of the hydrophobic
core (residues F6, F10, and F17) located at the center of the native
structure, while the formation of the PLWK motif (residues
P21�K24) is considered to be the trigger in the major pathway.
Mutations in the PLWK motif (P21A) and hydrophobic core
showed that these residues play important roles in the folding of
HP35. The P21A mutation partially suppressed folding, especially
the formation of helices II and III, while mutations in the hydro-
phobic core completely prevented the overall folding of HP35.
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ABSTRACT: The recently developed PACE force field was further parametrized so that it can be applied to the studies of
membrane systems. Parameters for the interactions between united-atom protein particles and lipid hydrophobic tails were
developed by reproducing the solvation free energies of small organic molecules in hexadecane. Interactions between protein
particles and lipid heads were parametrized by fitting the potential of mean force of the corresponding all-atom simulation. The force
field was applied to the study of five helical peptides in membrane environments. The calculated tilt angles of WALP and GWALP
and their mutations are in good agreement with experimental data. The association of two glycophorin A (GpA) helices was
simulated for 6 μs. Root-mean-square-deviation of the simulated dimer from the nuclear magnetic resonance structure was found to
be 0.272 nm, better than all results obtained so far. These findings demonstrate the high accuracy and applicability of the PACE force
field in studying membrane proteins.

’ INTRODUCTION

Membrane proteins are important for many cellular processes,
including transport activities, signal transductions, and receptor
functions.1 Understanding structures, dynamics, and functions of
membrane proteins is challenging.2�4 For instance, although the
first crystal structure of membrane proteins was obtained in
1985, only about 300 unique crystal structures have been deter-
mined in the 26 years since (see http://blanco.biomol.uci.edu/
mpstruc/listAll/list for details).5 Molecular dynamics (MD)
simulation is a complementary tool to reveal the structural and
dynamic details of proteins.6�8 It can also help with the inter-
pretation and evaluation of experimental findings.9 All-atom force
fields are commonly used but limited to relatively short simulation
lengths. The folding and dynamics of membrane proteins are in
the time scale of microseconds or even longer. Although contin-
uous trajectories were achieved in 10 μs and 1 ms simulations
by Schulten et al.10 and Shaw et al.11 for the folding of soluble
proteins, they relied on the use of supercomputers and specially
designed machines not available to most people.

Coarse-grained (CG) force fields have been actively devel-
oped to reduce computational cost for more efficient long time
simulations. Klein et al. grouped three heavy atoms and their
associated hydrogen atoms into one CG particle. This model was
used to study the membrane insertion activity of antimicrobial
polymers.12,13 Sperotto et al. developed a similar CG model
for the simulation of lipid-mediated protein�protein inter-
actions.14,15 Apart from coarse-graining three heavy atoms into
one CG particle, a four-to-one mapping has also been used
to simplify lipid molecules to investigate vesicle fission and
fusion.16,17 Voth et al. developed a solvent-free lipid bilayer
model using a multiscale coarse-graining approach to enhance
computational efficiency.18Another four-to-one CGmodel—the

MARTINI force field—that has found extensive applications was
developed by Marrink and co-workers.19�21 It has been applied
to biomolecular simulations, such as membrane fusion and the
spontaneous gating of channel.22,23 This model has been ex-
tended to include different types of particles. The first extended
protein force field was built by Schulten et al. based on the
first version of MARTINI lipid model to study lipoproteins.24

Sansom et al. developed another protein model for membrane
protein simulations.25 Tarek et al. parametrized cyclic peptides to
describe the self-assembly of [Trp-Leu]4.

26

The common feature of these CGmodels is the similar degree
of coarse graining of proteins and solvent molecules. Although
these CG approaches can speed up MD simulations by 2�3
orders of magnitude, they may not be accurate enough due to
oversimplification and the loss of atomistic details. Details of
solvent molecules are thought to be less significant, so CG or
even implicit solvent models are generally employed in studying
proteins. Atomistic details of protein molecules are more im-
portant in maintaining and predicting protein structures. Coarse
graining of proteins is therefore less desirable. To solve this
problem, a finer protein model could be incorporated into a CG
solvent model to build a hybrid-resolution protein force field.
Voth et al. built a mixed all-atom and CGmodel for gramicidin A
ion channel simulation.27 We proposed a hybrid-resolution force
field (PACE) to couple a united-atom (UA) protein model with
theMARTINI CG environment. A similar approach was recently
proposed by Marrink et al. which was implemented differently.28

In our previous work, we optimized the PACE force field and
coupled it with the CG water model.29�32 We showed that the

Received: June 21, 2011
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force field could reproduce the statistical backbone and side
chain potentials of all amino acids accurately.33We demonstrated
that not only could it maintain the stability of the native struc-
tures of proteins with medium size (50�150 amino acids), it
could also fold several α-helical, β-sheet, and mixed helical/coil
peptides from first principles.

Encouraged by these results, we continue to extend the PACE
force field to cover the CG membrane environment. In this
paper, we report our attempt to incorporate MARTINI’s lipid
model into our PACE force field.20 The parametrizations in-
volved include interactions between protein UA particles and
lipid CG hydrophobic tail groups and protein UA particles and
lipid CG head groups. To evaluate the quality of the modified
PACE force field, we applied it to the simulations of WALP,
a designed helical peptide that has been widely studied both
experimentally and theoretically,34�43 and four other helical
peptides.44,45 We pay particular attention to the tilt angle of
these peptides in two membrane environments. We also studied
the dimerization of glcyophorin helix A (GpA) in membrane,
which is currently a topic of intense interest.46�69 Our simula-
tions reproduce related experimental observations quite well,
which implies that the extended PACE force field may have
potential applications in the study of membrane proteins with the
atomistic details.

’MODEL AND METHODS

PACE Protein Model. In the PACE force field, proteins are
represented at a UA level and embedded in a CG environment.31

Figure 1a shows the schematic representation of our model. The
water and lipid models are adopted from theMARTINImodel.20

Around four heavy atoms are represented by a CG particle. The
total energy of the MARTINI model is expressed in eqs 1�3:

ECG-total ¼ ECG-bonded þ ECG-nonbonded ð1Þ

ECG-bonded ¼ ECG-bond þ ECG-angle ð2Þ

ECG-nonbonded ¼ ECG-vdW þ ECG-electrostatic ð3Þ

Bond lengths and angles are modeled by harmonic potentials
ECG‑bond and ECG‑angle, respectively. Lennard-Jones potential
energy function (eq 4) is used to describe van der Waals
interactions (ECG‑vdW) between CG particles, while εij indicates
the strength of the interaction, and δij indicates the distance
between two interacting groups with zero interaction energy.

ECG-vdW ¼ ∑
i 6¼j

4εij
δ12ij
r12

� δ6ij
r6

0
@

1
A ð4Þ

Electrostatic interactions (ECG‑electrostatic) between charged
groups are modeled by Coulombic potential energy function
(eq 5), and qi and qj are charges of the charged groups. Relative
dielectric constant εr is set to be 15 for explicit screening.

ECG-electrostatic ¼ ∑
i 6¼j

qiqj
4πε0εrr

ð5Þ

eqs 1�5 are used for CG�CG interactions. All parameters are
adopted from the MARTINI model and can be found in ref 20.
The protein model of PACE is UA based in that hydrogen

atoms are implicitly incorporated into the attached heavy atoms.

In order to have a good account of the hydrogen bonds, we
represent explicitly the hydrogens that are attached to nitrogen
for the backbone amide and side chains of Asn, Gln, Trp, andHis.
Detailed schematic representations of 20 amino acids can be
found in ref 31. For UA�UA interactions, we used similar poten-
tial energy functions to describe bonded and nonbonded inter-
actions. The total energy of our protein model is expressed in
eqs 6 and 7:

EUA-total ¼ EUA-bonded þ EUA-nonbonded þ EUA-HB ð6Þ

EUA-bonded ¼ EUA-angle þ EUA-improper þ EUA-torsion

þ EUA-14pair ð7Þ
All bond lengths are constrained by the LINCS algorithm.70

Bond angles are constrained by a harmonic potential EUA‑angle at
their equilibrium. Planar geometries and chiral centers of mole-
cules are maintained by EUA‑improper. EUA‑torsion and EUA‑14pair
describe the potential energy of the dihedral angle of a rotatable
bond. All optimized parameters can be found in ref 32.
None of the protein particles of PACE carry charges. A single

potential energy function, eq 4 is used to describe nonbonded
interactions (EUA‑nonbonded) between UA particles. The para-
meters for protein�water interactions were optimized by fit-
ting the hydration free energies of 35 organic compounds in a
previous study. The average deviation from experimental data

Figure 1. (a) Schematic representation of the PACE model. Protein
particles and the environment (lipid bilayer and water) are represented
by the UA and CG models respectively. (b) Snapshot of a peptide in
the DOPC bilayer. The UA protein is shown in purple. The CG lipid
tail, lipid head, and water particles are shown in gray, green, and red,
respectively.
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was 1.1 kJ/mol.32 The interactions between protein particles
were parametrized by reproducing the experimental density and
self-solvation free energy of eight pure organic liquids. The
average errors for density and self-solvation free energy were
3.2% and 0.7 kJ/mol, respectively. Side chain�side chain and
side chain�backbone interaction potentials were parametrized
to fit the potential of mean force of corresponding all-atom
simulations using the OPLS-AA force field. The results and the
optimized parameters can be found in ref 31.
EUA‑HB is used to control the strength of backbone�backbone

H-bond interactions and is given by eq 8. Parameters are
optimized by reproducing the experimentalα-helical and β-sheet
content of AK17 ((AAKAA)3GY) and GB1m2 (GEWTYN-
PATGKFTVTE) peptides.31 Note that we use a slightly different
potential to describe side chain H-bonds, as the H-bond poten-
tials for backbones can only handle hydrogen donors containing
only one hydrogen atom. These parameters are obtained by
fitting the all-atom potential of mean forces (PMFs). The
schematic representation of the different H-bond types is shown
in Figure S1, Supporting Information.

EUA-HB ¼ ∑
ji � jj > 2

"
4εattr

δ12Oi � NHj

r12Oi � NHj

�
δ6Oi � NHj

r6Oi � NHj

0
@

1
A

þ 4εrep
δ12Oi � Cαj

r12Oi � Cαj

þ 4εrep
δ12Oi � Cj � 1

r12Oi � Cj � 1
þ 4εrep

δ12Ci � NHj

r12Cj � NHj

#

ð8Þ
To incorporate theUA proteinmodel into the CG lipidmodel,

parametrizations are carried out for nonbonded interactions
between protein�lipid tail and protein�lipid head groups.
eq 4 is used to describe UA�CG interactions. Therefore, εij
and δij are carefully optimized in this work.
As most of the computation time is spent on simulations of

the solvent and the lipid bilayer, simplification of the solvent and
lipid model can reduce the number of degrees of freedom and
greatly enhance the computation efficiency. Note that the effec-
tive times of the MARTINI model are normally interpreted
as four times the simulation times.21 Our protein model is UA
based, and the effective times can only be interpreted after further
studies. In this work, all reported simulation lengths are actual
simulation times.
Simulation Parameters. All of the simulations were per-

formed with the GROMACS software package, version 3.3.1.71

The van der Waals interactions were shifted to zero between
distances of 0.9 and 1.2 nm. The electrostatic forces were shifted
from 0.0 to 1.2 nm with a dielectric constant of 15 for explicit
screening. The neighbor list was updated every 10 steps with a
searching cutoff distance of 1.4 nm. The temperature of each
group (protein, lipid and water) was kept constant using the
Berendsen thermostat72 with a time constant of 0.1 ps. The
pressure on the z-axis and that on the xy plane were each coupled
using the Berendsen barostat72 with a time constant of 0.5 ps and
a compressibility of 4.5 � 10�5 bar�1. In all simulations, the
normal of the membrane was aligned along the z-axis. All of
the systems were kept at 1 atm. As explicit hydrogen atoms
are represented by dummy atoms, a larger time step of 6 fs can
be used, which has been shown to satisfy energy conservation
during simulations.73 In the preparation stage, 5000 steps of
steep descent optimization were performed, followed by a 1 ns

pre-equilibrium simulation at 300 K and 1 atm. The generated
coordinates and velocities were used for simulation runs.
Solvation Free Energy Calculations. The solvation free

energy is the change in free energy of a molecule from the ideal
gas state to a state where the molecule is immersed in the solvent.
It is calculated by introducing a coupling parameter (λ) with
interaction potentials between the solute and the solvent using
the free energy perturbation method. In the simulations, as λ
gradually changed from zero to unity, the solute�solvent inter-
actions were gradually turned off. The solvation free energy was
then calculated as follows:74

ΔG ¼ G1 � G0 ¼
Zλ¼ 1

λ¼ 0

dλ
∂UðλÞ
∂λ

� �
λ

ð9Þ

The solute molecule was put into a dodecahedron box con-
taining 400 solvent molecules. For each solvation free energy
calculation, 24 intermediate stages were applied (λ = 0.0, 0.06,
0.15, 0.25, 0.35, 0.4, 0.45, 0.5, 0.53, 0.56, 0.59, 0.62, 0.65, 0.68,
0.71, 0.73, 0.75, 0.78, 0.81, 0.84, 0.88, 0.92, 0.96, 1.0). A 6 ns
simulation was performed for each intermediate stage giving a
total of 144 ns of simulations. The temperature was kept at 300 K.
The reproducibility of the calculations was tested. The average
deviation of the solvation free energy calculations in several runs
is about 1 kJ/mol.
PMF Calculations. For each PMF calculation, a small mole-

cule was put in the center of the dioleoylphosphatidylcholine
(DOPC) bilayer containing 70 lipid molecules and 1100 CG
water molecules. PMFs were calculated using the free energy
perturbation method. The position of the center of mass of a
molecule was fixed by a potential k/2(x � x0)

2. The x0 can be
perturbed by introducing a λ. As λ varied from zero to unity,
the solute was moved from the center of the lipid bilayer to
the aqueous phase in a straight line along the bilayer normal. The
free energy in the aqueous phase (λ = 1) was chosen as the
reference state. The free energy difference between any inter-
mediate point (λi) and the starting point (λ = 0) can be estimated
by accumulating dU/dλ until λ = λi. In each simulation, the free
energies of 100 intermediate states were chosen for PMF plots.
Each simulation was carried out for 400 ns. For each PMF
calculation, 10 perturbation simulations were performed to gene-
rate an average PMF curve, leading to a total of 4 μs of simu-
lations. All simulations were kept at 300 K throughout the entire
duration.
Transmembrane Peptide Simulations. Transmembrane

peptides were inserted into the pre-equilibrated lipid bilayer,
dilauroylphosphatidylcholine (DLPC), dipalmitoylphosphati-
dylcholine (DPPC), or DOPC, of 128 lipids with 1500 CG
water molecules. The starting structures of the peptides were
fully α-helical and in orientation of about 0� tilt relative to the
bilayer normal. To have the peptides vertically inserted into the
lipid bilayer for MD simulations, different setup methods have
been proposed.75�77 In this work, the simulation system was first
subjected to 5000 steps of steep descent optimization. If there
were crashes between peptide and lipid molecules, then the
corresponding lipid molecules were removed from the system.
Interestingly, crashes rarely occurred. The whole system was
then pre-equilibrated for 1 ns with the peptide molecules con-
strained. The generated coordinates are used for simulation runs
with the peptides fully relaxed at 323 K and 1 atm. To validate this
simulation procedure, we compared the results with the self-
assembling bilayer. Lipid molecules were randomly distributed in
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the system box. The lipid bilayer then self-assembled around the
peptides. The tilt angles of WALP23 in DOPC were calculated
using both methods. We found that there was no significant
difference in the tilt angle between the two methods (data not
shown). This showed that small peptides could easily be fitted
into the CG lipid model without the need for complicated setup
procedures. Note that this probably applies to small simple pep-
tides only. For large proteins, this simple scheme may not work.

’RESULTS AND DISCUSSIONS

Parameterization of Protein�Lipid Tail Interactions. Each
lipid molecule comprises two major parts: the nonpolar tail
group and the polar headgroup. The nonpolar tail part of the lipid
molecule is the core of the lipid bilayer. A large portion of
transmembrane peptides is exposed to the nonpolar environ-
ment. This could be considered as solvating in the nonpolar
solvent. One of the more promising parametrization strategies
is to reproduce the experimental thermodynamic properties of
organic molecules.19�21,32 To parametrize protein UA particles
and CG lipid tail particles, we fitted the solvation free energies
of UA small organic molecules in CG hexadecane, which is a
better model than cyclohexane, for the membrane environment.
The experimental partition coefficients (log P) of small organic
molecules between the gas phase and hexadecane are avail-
able.78,79 The solvation free energy can be calculated from the
partition coefficient by:

ΔGsol ¼ � 2:303 RT log P ð10Þ

where R is the universal gas constant and T = 300 K. Seven-
teen small molecules from eight classes of organic compounds

(alkane, alcohol, ketone, amide, amine, aromatics, carboxylic acid,
and sulfide) covering different types of amino acid side chains
were used to optimize the parameters. Ionizable amino acids
are normally charged in an aqueous environment. But they may
prefer to exist in the neutral form to avoid a large desolvation
penalty when they are in a nonpolar environment. In the PACE
force field, side chains of Asp, Glu, Lys, and Arg are assumed to
be neutral inside the membrane but charged in the aqueous
medium.31 Therefore, carboxylic acid was used for the calculation
of the solvation free energies in hexadecane of Asp andGlu, while
amine was used for Lys.
We first optimized parameters for aliphatic carbons, as these

are the common part of all amino acid side chains. Parameters
for �CH3 were obtained from ethane, and �CH2 could then
be parametrized by propane and butane. Benzene was used to
parametrize aromatic carbon. Then, other functional groups
were parametrized using the corresponding small organic mole-
cules. For simplicity, we adopted the Lorentz�Berthelot combi-
nation rule (δij = (δii +δjj)/2) to derive δij. In hexadecane, εijwas
optimized to reproduce experimental solvation free energy. The
results and parameters are shown in Tables 1 and 2, respectively.
Due to a lack of the experimental data, the S of Cys and Met side
chains share the same parameters, so do theN of Lys and Arg side
chains. Backbone N, the N of Asn, Gln, Trp, and His side chains
share the same parameters. The absolute average error for the
solvation free energies of UA small molecules in CG hexadecane
is about 1.0 kJ/mol. The transfer free energies of these UA small
molecules from CG hexadecane to CG water were obtained by
calculating the difference between solvation free energy in water
and in hexadecane:

ΔGhex f water ¼ ΔGwater �ΔGhex ð11Þ

Table 1. Experimental and Calculated Solvation Free Energies of UA Small Molecules in CG Hexadecane and CG Water

solvation free energy in

hexadecane (kJ/mol)

solvation free energy in

water (kJ/mol)b
transfer free energy from hexadecane

to water (kJ/mol)

compound CG exptla
experimental log P

(hexadecane/gas) CG exptl CG exptl

ethane �3.0 �2.8 0.5 7.3 7.4 10.3 10.2

propane �6.2 �6.0 1.1 8.2 8.3 14.4 14.3

butane �8.7 �9.3 1.6 9.2 9.0 17.9 18.3

methanol �4.8 �5.6 1.0 �20.1 �20.2 �15.4 �14.6

ethanol �8.1 �8.6 1.5 �20.5 �21.0 �12.4 �12.4

1-propanol �10.6 �12.1 2.1 �20.1 �20.4 �9.5 �8.3

2-propanol �10.4 �10.5 1.8 �22.0 �19.9 �11.6 �9.5

ethylamine �9.3 �9.7 1.7 �19.4 �18.8 �10.1 �9.2

acetone �10.3 �9.7 1.7 �14.1 �16.1 �3.8 �6.4

butanone �12.3 �13.2 2.3 �15.2 �15.2 �2.9 �2.1

acetamide �14.1 �14.0 2.4 �39.7 �40.6 �25.6 �26.6

benzene �14.5 �16.0 2.8 0.0 �3.6 14.5 12.4

toluene �21.8 �19.1 3.3 �3.7 �3.7 18.1 15.4

naphthalene �26.7 �30.7 5.3 �7.2 �10.0 19.5 20.7

methylindole �38.2 � � �31.0 �24.6 7.2 �
p-cresol �28.7 �24.8 4.3 �29.0 �25.6 �0.3 �0.8

acetic acid �10.1 �10.1 1.8 �27.4 �28.0 �27.4 �28.0

dimethyl sulfide �13.2 �12.9 2.2 �8.5 �6.4 4.7 6.5

average error 1.0 1.1 1.1
aThe solvation free energy in hexadecane is calculated from experimental partition coefficients between gas phase and hexadecane (log P).78,79 bRef 32.
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The absolute average error is about 1.1 kJ/mol. This shows
that the PACE force field can reproduce the free energy of
solvation and the free energy of partitioning between the oil and
the aqueous phase well.
Parameterization of Protein�Lipid Head Interactions. It

has been found that some of the amino acid side chains have
favorable interactions with lipid head groups which influence
the orientation of transmembrane peptides.80,81 Therefore, it is
important to carefully parametrize the interactions between pro-
tein and lipid head groups. One of the successful parametrization
strategies is to reproduce the partitioning free energies of amino
acid side chains in a lipid bilayer using all-atom simulations. We
have adopted this strategy for our parameter development.21

PMFs of amino acid side chain analogues in the DOPC bilayer
were calculated and fitted with all-atom results.82,83 Figure 2
shows the PMFs of 18 amino acid side chain analogues (except
glycine and proline) calculated using the OPLS-AA force field82

and the PACE force field. Table 3 gives the optimized para-
meters. Note that DOPC contains unsaturated CG carbon par-
ticles which are absent in CG hexadecane molecules. We tenta-
tively assume that parameters for the interactions between UA
particles and CG saturated carbon particles could be transferred
to the CG unsaturated carbon particles in DOPC. The PMF
results show that this assumption is valid in this case. Modifica-
tion may be needed in the future.
Figure 1b shows the graphical representation of the DOPC

system for PMF calculation. The far right of the PMF curves in
Figure 2 indicates that the side chains stay in water and have very

little or even no interactions with the lipid bilayer. This corre-
sponds to the solvation free energy of side chains in aqueous
phase and is taken as the reference point. The far left of the curves
indicates that the side chains stay at the center of the lipid bilayer.
As the hydrophobic thickness of the DOPC bilayer is large
(2.96 nm determined experimentally),84 the side chains can be
considered to be solvated in the nonpolar environment. As the
last point of the PMF curve is taken as the reference point,
the first point of the PMF curve could be regarded as the transfer
free energy of the side chain from water to the hydrophobic
environment. The accuracy of the calculated transfer free ener-
gies indicates the transferability of our parameters. The results
show that the transferability of our model is reasonably good and
can be transferred to different types of lipid bilayer. The middle
region of the PMF curves shows the free energy of interactions
between the side chain and lipid head groups relative to the
reference state. To obtain correct descriptions of protein�lipid
head interactions, the free energy profiles of this region must be
accurately fitted.
We used the similar strategy as the parametrization of pro-

tein�lipid tail interactions. Combination rule was used to obtain
δij and εijwas optimized by fitting the all-atom PMFs. Parameters
for �CH3 were obtained from PMF of Ala. Then, PMFs of Val
and Ile were used for the parametrization of �CH2. Parameters
of �CH and aromatic C could be optimized in a similar way
using Leu and Phe, respectively. Other functional groups were
parametrized by fitting PMFs of all amino acid side chain
analogues. Lipid head composes of three CG particles: glycerol,
phosphate, and choline. As they are at different positions of the
lipid bilayer, we found that change of the parameters would have
a different effect to the PMF curves. Phosphate is at the center of
the PMF curve, the PMF at ∼0 nm is the most sensitive to the
change of the parameters. Glycerol is nearer to the lipid tail than
phosphate. It mainly affects the PMF at about�0.5 nm. Choline
is closest to water, and the effect of the parameters is mainly
reflected at ∼0.5 nm of the PMF. Interactions between UA
particles and these three CG particles were parametrized by
carefully fitting the whole PMF curves.
Alkane compounds have a high transfer free energy from

hexadecane to water (∼10�18 kJ/mol in Table 1). It is expected
that hydrophobic residues, Ala, Val, Ile, and Leu prefer to stay in
the lipid core. Our results are in very good agreement with the
all-atom results. When the size of the hydrophobic side chains
increases, the interaction with nonpolar lipid tails increases, and
the free energy difference becomes larger. The free energy dif-
ference of hydrophobic residues between water and the center of
the bilayer is about 8.4 to 22.1 kJ/mol. CG results for Ala, Val,
and Leu are in excellent agreement with the all-atom results. The
deviation is about 2 kJ/mol for Ile. Although both the side chains
of Leu and Ile consist of four carbon atoms with the same inter-
action parameters with lipid tails, the relative free energy at the
center of bilayer for Ile is 7 kJ/mol more favorable than that for
Leu. This is because the branched Leu side chain packs into
the lipid bilayer less efficiently than the linear Ile side chain.
This effect can be observed in our model where every heavy atom
of amino acids is represented explicitly. This phenomenon is
absent when these side chains are represented by the same CG
particles, indicating the need for finer protein models to describe
the interactions between proteins and lipid heads. The free energy
barrier at the headgroup region in our model is present in these
cases. The deviation from the all-atom results is about 1 kJ/mol
for Val, Ile, and Leu. The barrier is underestimated by about

Table 2. Small Organic Molecules Used in the Calculation of
Solvation Free Energy in Hexadecane for Protein�Lipid Tail
Parameterization and the Resulting Optimized Parameters

parameter

protein UA

group

compound used

for parametrization εij (kJ/mol) δij (nm)

�CH3 ethane 1.7 0.43

�CH2

propane
1.3 0.43

butane

�CH 2-propanol 1.0 0.43

aromatic Ca

benzene

0.9 0.4225toluene

naphthalene

�Nb ethylamine 2.2 0.40

OdC�NH2
c acetamide 2.1 0.40

�CdOd acetone 1.0 0.415

�CdOd butanone 2.0 0.375

�COO�e

acetic acid
1.0 0.415

�COO�e 1.7 0.375

�OHf

methanol

2.0 0.38ethanol

1-propanol

�OHg p-cresol 2.0 0.38

�S�h dimethyl sulfide 3.0 0.405
aAromatic C for Phe, Tyr, Trp andHis side chains. b�N for Lys and Arg
side chains. c�N for backbone amide, Trp, and His side chains.
d�CdO for backbone amide, Asn, and Gln side chains. e�COO�

for Asp and Glu side chains. f�OH for Ser and Thr side chains. g�OH
for Tyr side chain. h�S� for Cys and Met side chains.
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2.5 kJ/mol for Ala. Note that in the case of Ala, a single UA
particle of CH3 instead of CH4 is used for parametrization. This
may account for the small deviation of the PMF curves of Ala.
For aromatic residues, Tyr, Trp, and His have strong interac-

tions with lipid head groups, as they are able to form H-bonds
with lipid head groups. The minima for Tyr and Trp are well
reproduced. The relative free energies at the center of the bilayer
are reasonably reproduced for Tyr. For Phe and Trp, our model
shows 4�5 kJ/mol more stabilization than the all-atom model.

All-atom simulations for the solvation free energy calculations
of 15 neutral amino acid side chains using the AMBER(ff94),
CHARMM22, and OPLS-AA force fields show an average error
of 4.6�6.8 kJ/mol.85 All-atom calculations of transfer free
energies from hexadecane to water for all amino acid side chains
using the OPLS-AA force field have an average error of about
4 kJ/mol.86 Considering the errors associated with the solvation
parameters of all-atom force fields, no further optimization was
done to minimize the transfer free energy difference between our

Figure 2. PMFs of 18 amino acid side chain analogues. CG results and all-atom results82 are shown in solid lines and dotted lines, respectively.
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model and the all-atom model. Our model shows free energy
barriers of about 2�4.5 kJ/mol but only about 2.5 kJ/mol (Phe)
or even no barrier (Tyr and Trp) in the all-atom results. The
existence of the barrier may be due to the lipid model, as it is also
found in the MARTINI model. There is room for improving our
force field. As there is no all-atom result for His, a comparison
cannot be made.
For polar residues, Ser, Thr, Asn, and Gln each contain a

hydroxyl group or amide group that is able to formH-bonds with
lipid head groups. Our model can reproduce the minima of these
residues at the lipid head region accurate to (3 kJ/mol. The
heights of the barrier for Ser and Thr are in very good agreement
with the all-atom results. Asn shows no barrier in both our model
and the all-atom model. But there is a barrier for Gln in our
calculation that is absent from the all-atom simulation.
For all-atom PMFs, the relative free energies of ionizable

residues at the center of the bilayer is very large (>50 kJ/mol).
This is because charged molecules have large desolvation penal-
ties when they are moved from the aqueous medium to the
nonpolar environment. Our results show smaller relative free
energies at the center of the bilayer as these residues are con-
sidered to be neutral in the membrane, but they were assumed to
be charged in the all-atom calculations. Tieleman et al. calculated
pKa values of ionizable groups in DOPC using all-atom model.
Asp and Glu were found to be neutral in the lipid core, whereas
Lys and Arg prefer charged state.82 It indicates that our assump-
tion may be valid for Asp and Glu only. Introduction of charged
Lys and Arg will be considered in the future. The ionizable
residues are more likely to enter the lipid core in our model than
in the all-atom models. The middle region of the PMF curves,

which was our main focus and indicates the interactions between
protein particles and the lipid head, was fitted to the all-atom
results. For Lys and Arg, the free energyminima indicating strong
polar�polar interactions with lipid head groups are well repro-
duced. In the case of negatively charged side chains, the PMF of
Asp was fitted to the all-atom result, and the optimized para-
meters were transferred to Glu. Both residues show unfavorable
interactions with the lipid bilayer. However our model is some-
what less unfavorable for Glu in the middle region than the all-
atom calculation. This may indicate that Asp and Glu should not
share the same parameters and that further improvement should
be made in the future.
Both the PMFs of Cys and Met match the all-atom results

except that Met shows more favorable interactions with the lipid
tail in our model than in the all-atom model. Our model shows
that Met is 10 kJ/mol more stable in the lipid tail, whereas it is
only 4.4 kJ/mol more stable in the lipid tail in the all-atom
calculation. The experimental transfer free energy of Met from
cyclohexane to water is 9.8 kJ/mol.87 These results show that our
model is comparable to the all-atom simulations in describing the
partitioning of amino acid side chains in the lipid bilayer.
Modification of Backbone Hydrogen-Bonding Potential

in Membrane Environment. Before we present the detailed
results obtained with the optimized parameters for lipid�protein
interactions, the hydrogen-bonding (HB) potential of PACE
needs to be further investigated. The original HB parameters of
PACE were obtained by reproducing experimental α-helical and
β-sheet contents of model peptides in aqueous simulations.31 As
the simulations were carried out with theMARTINI water model
that bears no dipole moment, the screening effect of water was

Table 3. Optimized Parameters for Protein�Lipid Head Interactions

CG lipid headgroup

glycerol (Na) phosphate (Qa) choline (Q0)

protein UA group εij (kJ/mol) δij (nm) εij (kJ/mol) δij (nm) εij (kJ/mol) δij (nm)

�CH3 1 0.43 0.4 0.43 0.4 0.43

�CH2 1 0.43 0.4 0.43 0.4 0.43

�CH 0.4 0.43 0.4 0.43 0.4 0.43

aromatic Ca 0.7 0.4225 0.7 0.4225 0.7 0.4225

�Nb 10 0.4 17 0.4 15k 0.4

OdC�NH2
c 2.1 0.4 2.1 0.4 2.1 0.4

OdC�NH2
c 5 0.375 5 0.375 0 0.375

�CdOc 1 0.415 0.4 0.415 0.4 0.415

�CdOc 2 0.375 20k 0.375 2 0.375

�NHd 2.1 0.4 2.1 0.4 2.1 0.4

�NHd 6 0.375 6 0.375 0 0.375

�CdNe 2.1 0.4 2.1 0.4 2.1 0.4

�Nf 6 0.4 6 0.4 15k 0.4

�C+f 1 0.415 6 0.415 15k 0.4

�COO�g 1 0.415 0.4 0.415 0.4 0.415

�COO�g 1.7 0.375 20k 0.375 7 0.375

�OHh 6 0.38 2 0.38 2 0.38

�OHi 8 0.38 2 0.38 2 0.38

�S�j 4 0.405 3 0.405 3 0.405
aAromatic C for Phe, Tyr, Trp and His side chains. b�N for Lys and Arg side chains. c�CdO and OdC�NH2 for backbone amide, Asn, and Gln side
chains. d�NH for Trp andHis side chains. e�CdN for His side chain. f�N and�C+ for Arg side chain. g�COO� for Asp and Glu side chains. h�OH
for Ser andThr side chain. i�OH for Tyr side chain. j�S� for Cys andMet side chains. kThe following potential is used: Enonbonded =∑i6¼j(4εijδij

12)/r12.
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implicitly taken into the original HB parameters. Hence, the
electrostatic part of HB may be underestimated in membrane
environment. We tried to estimate the underestimation of
the electrostatic part by calculating the dimerization free energy
of N-methylacetamide in octane with both the original HB
parameters of PACE and OPLS-AA.88 As shown in Figure 3, the
HB parameters of PACE lead to the dimerization energy of
18.2 kJ/mol in octane, whereas OPLS-AA gives dimerization
energy of 29.5 kJ/mol. To account for the difference between the
PACE and OPLS-AA results, we generated a modified PACE in
which εattr (eq 8) was increased so that the dimerization energy
of N-methylacetamide in octane was reproduced.
To examine the effect of the modification, we performed the

simulations of WALP-based peptides and glycophorin A helix
dimer in membrane with both the original and modified PACEs.
The comparison reveals that all the WALP-based peptides have
stable helices and similar tilt angles for both HB potentials of
PACE (Table S1, Supporting Information). For the glycophorin
A helix, the helical structure in the region of GVIG becomes
unstable in the simulation with the original PACE, owning to the
helix-breaking propensity of the two glycine in the middle of
helix. The helical structure in the same region is however stable
in the simulation with the modified PACE. The comparison
suggests that the original PACE can be used to simulate the
membrane helical peptides without glycine in the middle of helix.
For the peptide like the glycophorin A helix, the modified PACE
is needed. In the following sections, only the results in the simu-
lations with the modified PACE will be discussed in detail.
It should be noted that the major limitation of our way of

modifying the HB parameters is that all HB will be strengthened,
although the dielectric environment across membrane is quite
different89 and thus HBs located at different places of membrane
should have distinct strength. Moreover, when HBs dynamically
change their positions during simulations, their strength should
also change accordingly. Therefore, a more desirable model
should be able to adjust HB strength on the fly, which is under
our investigation. Alternatively, a recent polarizable CG water
model in MARITNI may also be a good choice.90

Tilting of Helical Peptides. Different transmembrane pep-
tides show significant variations in the tilt angle in lipid bilayers.
For example, the influenza A M2 channel was reported to have a
tilt angle of 38�, whereas the channel-lining M2 segments from
the d-subunit of the nicotinic acetylcholine receptor shows a
tilt angle of 14�.91,92 Artificial transmembrane peptides were
designed to systematically study the factors affecting the orienta-
tion of transmembrane peptides. It is generally accepted that

hydrophobic mismatch affects the orientations and therefore
functions of membrane proteins. When the hydrophobic length
of the peptide is larger than the hydrophobic width of the lipid
(positive mismatch), the peptide tilts to allow it to have better
interactions with the lipids. When the hydrophobic length of
the peptide is smaller than the hydrophobic width of the lipid
(negative mismatch), the tilting of the peptide is smaller.93

In this work, we calculated the tilt angles of WALP and
GWALP peptides and their mutants. Table 4 shows the amino
acid sequences of the peptides that were studied. WALP peptides
were chosen because they have been widely studied in experi-
ments and computer simulations.34�43 It is interesting to com-
pare our results with theirs. We found that the dynamic model
should be used instead of the static model to determine the tilt
angle. We also studied GWALP and KWALP peptides as they
have recently been examined using the dynamic model.44 More-
over, we report the first simulation result of WALP19-P10 which
shows a different tilting preference from WALP19.45

The peptides were vertically inserted into the pre-equilibrated
lipid bilayers with initial fully α-helical structures. Each simula-
tion was performed for 300 ns, and the last 250 ns were used for
analysis. The average tilt angles of the simulated peptides and the
calculated hydrophobic widths of lipids and lengths of peptides
are shown in Table 5. The tilt angle of a peptide was calculated as
the angle between the helical axis of the hydrophobic segment of
the peptide and the normal of the lipid bilayer. As the bilayer
normal was aligned along the z-axis, the z-axis was taken so there
was no need to calculate the bilayer normal. The hydrophobic
width of the lipid bilayer is defined as the average distance be-
tween the first hydrophobic beads in the two leaflets. The peptide
hydrophobic length is the distance of all the hydrophobic
residues between the anchoring groups. For ideal helical pep-
tides, the hydrophobic length for each residue is 0.15 nm. The
deviations of the calculated hydrophobic width of lipids and
length of peptides from experimental data were smaller than
0.05 nm. The calculated tilt angles of WALP19 and WALP23
were in the range of 7.5� to 17.5� which shows the hydrophobic
mismatch effect. The tilting of WALP19 was determined using
the static model in experiment. We found a larger tilting than
experimental results. This suggests that the dynamic model
should be used. GWALP and KWALP also show a hydrophobic
mismatch effect, and the calculated tilt angles are in good agree-
ment with experimental results which used the dynamic model.
Interestingly, WALP19-P10 did not show a hydrophobic mis-
match effect and has the same tilting in both DOPC and DLPC.
Our simulation supports the experimental finding that the Pro10
affects the tilting.
One of the most extensively studied artificial transmembrane

peptides is WALP.34�43 WALP is a poly-(Leu-Ala) peptide with
two Trp residues at both ends. It has been used to develop and
validate CG force fields.21,101 The exact tilting of helical peptides

Figure 3. PMFs of two amides in pure octane. CG calculations using
original and modified HB potentials and all-atom calculation are shown
in thin, dotted, and thick lines, respectively.

Table 4. Amino Acid Sequences of the Peptides Used in the
Literature and in Simulation

peptide sequence

WALP23 acetyl-GWW(LA)8LWWA-amide

WALP19 acetyl-GWW(LA)6LWWA-ethanolamine

WALP19-P10 acetyl-GWW(LA)3P(AL)3WWA-ethanolamine

GWALP23 acetyl-GGALW(LA)6LWLAGA-amide

KWALP23 acetyl-GKALW(LA)6LWLAKA-amide
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is still debated, as experimental and simulation results differ
greatly.94 WALP23 was found to have a tilt angle of about
12� in dimyristoylphosphatidylcholine (DMPC) by ATR-FTIP
spectroscopy.95 Recent studies by fluorescence spectroscopy
found large tile angles for WALP23 in DOPC (23.6�).96 Koeppe
et al. developed another method that uses solid-state 2H NMR
based on geometric analysis of labeled alanines (GALA) to study
the orientation of a transmembrane peptide. This technique
allows a higher resolution of tilt angles (<1�), but small tilt angles
were determined for WALP23 in DOPC (4.8�) and DLPC
(8.1�).38,80
The small angles found by the GALA method have been

explained by computer simulation studies.9,97 In the conven-
tional GALA method, the tilt angle of a peptide is calculated by
fitting two parameters, τ (tilt angle) and F (rotation angle) to the
experimentally measured quadrupolar splitting of labeled ala-
nines. Fluctuation of the peptide leads to an averaging effect so
the tilt angle would be underestimated. To take the fluctuation of
the peptide into account, the global order parameter S could be
used as a fitting parameter instead of taken as a constant. With
this parameter, the effects of additional internal vibrations,
rotations, and wobbling of the peptide are included (model 3
in ref 98). Tilt angles of WALP23 in DMPC and DLPC have
been found to be 7� and 15�, respectively.98 This dynamic model
has been used in recent studies to determine the tilt angles of the
GWALP peptide and its mutants.44,81 Strandberg et al. proposed
to explicitly consider the fluctuations of τ and F by introducing
the Gaussian distribution to them. A total of four parameters
including two additional parameters, στ and σF, were used to fit
the experimental data (model 6 in ref 98). Larger tilt angles were
obtained for WALP23 in DMPC (14�) and DLPC (29�).98
All-atom MD simulations show larger tilt angles compared

with the results from solid-state 2H NMR. In a study using the
CHARMM22 force field with the GBSW implicit membrane, tilt
angles of 32.7� and 15.5�were found forWALP23 andWALP19,
respectively, in a 0.23 nm thick membrane hydrophobic core
that corresponds to DMPC.41 A similar result was obtained when
the ffgmx force field was used with the explicit membrane (33.5�
for WALP23 in DMPC).9 Slightly smaller tilt angles were
determined for WALP23 (28.1�) and WALP19 (12.1�) in
DMPC with the CHARMM22 force field and the explicit

membrane.99,100 A tilt angle of 14� was found for WALP23 in
DPPC using the MARTINI CG force field and Bond and
Sansom’s protein model. But these models showed larger tilting
for shorter peptides (22� for WALP19).101 Another study using
the MARTINI protein and lipid model showed a tilt angle of
11.4� in DOPC and 23.7� in DLPC for WALP23.102

In our work, WALP23 showsmoderate tilting in DOPC (7.5�)
and DLPC (17.5�). The results are in good agreement with that
determined by the GALA method using the dynamic model.
This supports the argument that the dynamic motion of the
peptide should be considered. But the values are smaller than
those obtained using the Gaussian distribution. The question of
whether the Gaussian distribution is suitable for describing the
motion of peptides has been raised.102 The fluctuations of tilt and
rotation angles are assumed to follow aGaussian distribution. But
both all-atom simulations and long CG simulations showed non-
Gaussian distributions. In particular, the rotation angle was found
to follow a distribution that is far from the Gaussian one.81,102,97

Our results do not show a strict Gaussian distribution for the tilt
angle either (Figure 4). When a uniform distribution was applied
instead of a Gaussian distribution, a larger tilt angle was found for
WALP23 in DMPC (21� rather than the 14� in ref 98).103 The
most suitable functional form to describe the motion of peptides
has not yet been determined. Our results suggest that introdu-
cing S as a free parameter is enough to account for the motion of
peptides.
WALP19 inDOPC andDLPCwas found to have tilting angles

of 8.0� and 13.5�, respectively (Table 5). The GALA method
without considering the dynamic motion of peptides showed
smaller tilt angles in DOPC and DLPC (4�). WALP19 and
WALP23 in DOPC show small tilt angles as expected under
negative mismatch. WALP19 in DLPC is under the hydrophobic
match condition. As results determined by the dynamic model
are unavailable, we suspect that WALP19 may have a tilt angle of
about 13.5� in DLPC. Similar tilt angles were also obtained for
peptides under the hydrophobic match condition by all-atom
(KALP23 in DMPC) and CG (WALP23 in DPPC) simula-
tions.93,102 The hydrophobic mismatch effect is mainly due
to favorable helix-lipid interactions.100 The anchoring groups
of WALP at the terminals, Trp, were mainly situated at the lipid
head region. This is because Trp side chains interact favorably

Table 5. Average Tilt Angles of WALP, GWALP Peptides and Their Mutants and Calculated Hydrophobic Widths of Lipids and
Lengths of Peptidesa

tilt angle (�) calculated lipid hydrophobic widthg (nm) calculated peptide hydrophobic lengthh (nm)

DOPC DLPC

peptide sim. exptl. sim. exptl. DOPC DLPC DOPC DLPC

WALP23 7.5 (5.0) 11c 17.5 (7.6) 15d 3.01 (0.05) 1.93 (0.04) 2.50 (0.03) 2.49 (0.03)

WALP19 8.0 (5.7) 4.0e 13.5 (7.2) 4.0e 2.99 (0.05) 1.93 (0.04) 1.94 (0.02) 1.94 (0.02)

WALP19-P10b 15.0 (8.0) 11.6e 15.5 (8.8) 11.9e 2.99 (0.05) 1.92 (0.05) 1.97 (0.04) 1.97 (0.04)

tilt difference 7.0 7.6 2.0 7.9

GWALP23 6.5 (5.3) 6.0 f 15.5 (7.5) 18.6 f 2.99 (0.05) 1.93 (0.04) 1.94 (0.02) 1.94 (0.02)

KWALP23 7.5 (5.7) 7.3 f 18.0 (8.0) 18.0 f 3.00 (0.05) 1.93 (0.04) 1.94 (0.02) 1.94 (0.02)

tilt difference 1.0 1.3 2.5 �0.6 exptl value: 2.96i exptl value: 1.95j

aAll the experimental tilt angles were determined using the dynamic model except for WALP19 and WALP19-P10. Standard deviations are shown in
parentheses. bAverage tilt is calculated for the C-terminal segment of WALP19-P10. cRef 43. dRef 98. eRef 45. fRef 44 gThe lipid hydrophobic width is
the average distance between the first hydrophobic beads in the two leaflets. hThe peptide hydrophobic length is the distance between the anchoring
groups for all the hydrophobic residues. For ideal helical peptides, the hydrophobic length for each residue is 0.15 nm. iRef 84. jRef 113.
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(22 kJ/mol) with lipid head groups. (Figure 2) Therefore,
WALP23 has a larger tilt angle in DLPC than WALP19 in order
to position the anchoring groups at the lipid head region.
The effect of hydrophobic mismatch is also observed for

another family of peptide, GWALP. Unlike WALP peptides,
GWALP peptides contain only one Trp residue at both terminals
and positioned at the inner region. Tilt angles of GWALP23 and
its mutant, KWALP23, in DOPC and DLPC were determined
using a dynamic model similar to model 3 in ref 98. The tilt angle
of GWALP23 in DLPC was analyzed by fitting 2H quadrupolar
splittings and 1H�15N dipolar coupling data. Tilt angles of 6.0�
and 18.6� were found for GWALP23 in DOPC and DLPC,
respectively.44 Our results match the experimental findings very
well. There is no significant difference in the tilt angle between
KWALP23 with an Lys residue at the two ends and GWALP23.44

Lys is also an anchoring group that prefers to position at the lipid
interface and has been shown to affect the tilting of the trans-
membrane peptides.80 In the case of KWALP23 containing both
Lys and Trp residues, inner Trp seems to determine the tilting
but outer Lys does not. Our results are in excellent agreement
with the experimental data for KWALP23 and also support this
finding from the experiment.
Apart from the studies of artificial transmembrane peptides

with Leu and/or Ala in the hydrophobic core, mutation at the
center of the peptides has been carried out to study the effect of a

particular amino acid on the orientation of the peptide.45,81

WALP19-P10 is a mutant of WALP19 with Leu10 replaced by
Pro. Pro has no backbone amide hydrogen and is a helix-breaking
residue. It was confirmed by circular dichroism spectroscopy that
the helicity of WALP19-P10 is smaller than that of WALP19.45

Our simulation result shows that the helix is broken at Pro10
and that two helical segments were observed instead of one.
(Figure 5) A tilting angle of ∼12� was found for the C-terminal
segment in both DOPC and DLPC by solid-state 2H NMR
spectroscopy.45 A tilt angle of ∼15� was obtained in our
calculations (Table 5). The tilting of WALP19-P10 in DOPC
is apparently larger than that of WALP19. This indicates that the
kink at Pro10 affects the tilt angle of the C-terminal segment.
A kink angle of ∼19� was found experimentally for WALP19-
P10.45 Our simulation found average kink angles of 32� and
31� in DOPC and DLPC, respectively (Figure 4). Kink angles
ranging from 9� to 41� were found for 48 Pro-containing helices
in the crystal structures of soluble proteins.104 Kink angles of
0��70� were observed for 50 transmembrane helices contain-
ing proline in the crystal structures of membrane proteins.105

Upon using the static model for the analysis of WALP19-
P10 in the experiment, a kink angle of ∼19� was suggested
to be the lower limit.45 Our result suggests that the kink angle
may be as large as ∼30� and that the kink also affects the tilting
preference.

Figure 4. Distribution of tilt and kink angles of WALP and GWALP peptides and their mutants in the DOPC (dotted line) and DLPC (solid line)
bilayers.
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Association of Glycophorin A Helix. Helix bundles are
commonly found in membrane proteins. Understanding the fold-
ing and assembling of them enables us to predict their structures
and to design newmembrane proteins.106,107 The two-stage folding
model has been proposed for the assembling of transmembrane
helices: Each transmembrane helix is inserted into the membrane
independently followed by the association of helices.108 In this
work, we studied the association of the GpA helix. The GpA dimer
contains a seven-residue motif (L75I76xxG79V80xxG83V84xxT87)
that has been found to be important in the packing and dimeriza-
tion of GpA helices.109 Previous CG simulations have attempted to
study such processes.67,68 Unfortunately, although a stable dimer
was observed, significant deviations of the simulated structure
from the experimental one were evident. It would be interesting
to use the hybrid-resolution model to study such a system to
validate our force field.
Two GpA helices (acetyl-EITLIIFGVMAGVIGTILLISYGIR-

methylamide) were inserted into DPPC in a parallel fashion with
a interhelix separation of ∼3.5 nm. (Figure 6) After a 1 ns pre-
equilibrium simulation with a position constraint on the pep-
tides, the two helices were allowed to move freely in the system
box for 2 μs. Three individual trajectories with different initial
velocities were obtained, with a total of 6 μs of simulations.
Interhelix separation, defined as the distance between the center

of mass of the two GpA helices, as a function of time for three
runs is shown in Figure S2, Supporting Information. The two
helices met one another at∼200 ns, after which no disassociation
was observed throughout the simulations. This indicates that
the helix dimer is stable and is consistent with experiments and
other CG simulations.53,67,69,110,111 The ensemble after 300 ns of
simulation was used for the analysis of the structural features of
the GpA dimer in each run. Thermodynamic properties were not
evaluated, as the trajectories had not fully converged.
Table 6 shows the Cα root-mean-square-deviation (RMSD)

of the simulated dimers from the solution NMR structure in
DPC micelle. The distributions of Cα RMSDs considering
all residues for all three runs are shown in Figure 7. The most
probable RMSDs are ∼0.22 nm for two of the runs and
∼0.28 nm for another run. On average,∼14% of all the simulated
structures have RMSD e0.2 nm, and ∼63% of structures have
RMSD between 0.2 nm and 0.3 nm. When the seven-residue
dimerization motif was considered only in the calculation, the
Cα RMSDs were reduced by 0.014�0.036 nm, with the RMSD
of the concatenated trajectory shrinking to just 0.249 nm. These
values are smaller than that obtained using the MARTINI CG
protein force field (0.36 nm).47 The standard deviation for con-
catenated trajectory (0.071 nm for all residues and 0.059 nm for
the seven-residue dimerization motif) was also lower than that
obtained using the MARTINI CG protein force field (0.13 nm).
Ourmodel may give a better structural representation of proteins
in membrane (Figure 8).
Another well-defined structural feature of the GpA dimer is the

crossing angle between the two helices. The GpA dimer has

Figure 6. Snapshots of GpA helix associations in the DPPC bilayer
at 0 ns, 200, and 1300 ns. The initial configuration of two GpA helices
has a separation of ∼3.5 nm. The choline, phosphate, and glycerol
particles of the DPPC molecules are shown in blue, brown, and green,
respectively.

Figure 5. Snapshot of the WALP19-P10 peptide simulation in the
DLPC bilayer. The residue Pro10 is shown in purple. The helical axes of
N and C terminal segments are shown by the upper and lower arrows,
respectively. The choline, phosphate, and glycerol particles of the DLPC
molecules are shown in blue, brown, and green respectively.

Table 6. RMSD fromNMR Structure in DPCMicelle and the
Crossing Angle of GpA Dimer in Three Runs

Cα RMSD (nm)a crossing angle Ω (�)

GpA

simulation all residues

seven-residue

dimerization motifb our work expt

run 1 0.228 (0.051) 0.203 (0.045) �37.0 (7.8) �40c, �35d

run 2 0.294 (0.032) 0.280 (0.029) �43.5 (6.1)

run 3 0.296 (0.092) 0.260 (0.052) �32.5 (8.7)

concatenated 0.272 (0.071) 0.249 (0.059) �35.8 (9.8)
aAverage RMSDs were calculated relative to the DPC micelle NMR
structure. 48 bOnly seven residues in the dimerization motif (LIxxGVxx-
GVxxT) were considered in the calculation. cDerived from solution
NMR structure in DPC micelle. 48 dDerived from solid-state NMR
structure in the DMPC bilayer.52 Standard deviations are shown in
parentheses.

Figure 7. Distributions of RMSD relative to theNMR structure in DPC
micelle and the crossing angle of GpA dimer in three runs. RMSD
calculations were performed for all residues. Runs 1�3 are represented
by dotted, thin, and thick lines, respectively.
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right-handed packing with a negative crossing angle. The experi-
mental crossing angles were �40� and �35�, as determined by
solution NMR for DPC micelle and solid-state NMR for DMPC
bilayer, respectively.48,52 Different media may perturb the struc-
ture of theGpA dimer leading to slightly different values obtained
in the micelle and lipid bilayer. The average crossing angles for
the three runs were�37.0�,�43.5�, and�32.5� (Table 6). They
are all consistent with the experimental findings. The result
(�35.8�) of the concatenated trajectories is in excellent agree-
ment with the experimental value determined for lipid bilayer
(�35�). This is supported by all-atom simulations which find
that the crossing angle in the lipid bilayer is smaller than that in
micelle by 3��7�.60 The distributions of the crossing angle are
shown in Figure 7. The distributions are larger than those
obtained in all-atom simulations. The standard deviation of the
crossing angle is 9.8� for the concatenated result and 2��5� for all-
atom results using the GROMOS force field.60 This may be due to
the short simulation length used by the all-atom force field (50 ns)
or the less rugged free energy landscape of the CG force field.
Large distributions of the crossing angle were also found using
the MARTINI protein force field. The average crossing angle

determined by previous CG simulation was �20� to �25�,
smaller than the experimental values by 10��15�.67,69 Moreover,
a positive crossing angle not observed in NMR structures was
sampled. This indicates the limitation of the current CG protein
force field and the higher accuracy and applicability of the PACE
force field in studying helix assembly.
To further evaluate the structural features of the simulated

GpA dimer, the contact maps for three runs were calculated and
are shown in Figure 8c and Figure S3, Supporting Information.
Seven common contacts were found in the three runs: L75�I76,
I76�G79, G79�G79, G79�V80, G79�G83, G83�G83, and
T87�T87. Residues involved in these contacts are in fact all
the key residues of the L75I76xxG79V80xxG83V84xxT87 motif.
The contact analysis showed that binding of helices is mainly
due to interactions among these residues. In a statistical study of
the most frequently occurring motif that mediates helix�helix
interactions, 13 606 transmembrane domains were analyzed.112

GxxxG was found to be the most significant motif. Among seven
common contacts found in our simulations, five of them involve
Gly. This is because Gly has no side chain. This less bulky residue
allows closer packing of helices. Even though Val84 was not one
of the common contacts in the three runs, it is nevertheless one
of the contacts in the runs 1 and 2. Previous simulations only
showed three contacts (L75�I76, G83�G83, and T87�T87)
using the same cutoff distance.67 It may imply a less closely
packed dimer and thus a larger RMSD value.
Interestingly, our calculations and other all-atom simulations

also found T87�T87 contacts.60,68 This type of contact is due to
the interhelix polar interactions between the hydroxyl groups of
Thr87. In the concatenated result, ∼50% of the time frames
showed a distance between the hydroxyl groups of two Thr87 of
less than 0.4 nm. Thr87 was in g� conformation in the initial
simulated structure of GpA helices. In order to have side chain
interaction between two Thr87, both Thr87 should rotate to
adopt g+ conformation to bring their two hydroxyl groups closer.
Our simulation results were consistent with the all-atom calcula-
tions which find that both Thr87 preferred g+ rather than g�
conformation. As Thr was optimized to prefer g� conformation in
our force field, a preference for g+ rotamer in this case is not an
artifact of ourmodel.31This result suggests that interhelixH-bonds
between Thr may play a role in stabilizing the GpA dimer.

’CONCLUSION

The PACE force field has been extended to include lipids. The
interactions between protein particles and lipid tails were para-
metrized by reproducing experimentally the free energy of solva-
tion in hexadecane using small organic molecules. The average
absolute error is about 1.0 kJ/mol. The transfer free energies
from hexadecane to water were also calculated with an error of
1.1 kJ/mol. The interactions between protein particles and
lipid heads were parametrized by fitting the corresponding PMFs
obtained using all-atom simulations. Tilt angles of WALP and
GWALP peptides and their mutants were calculated in different
lipid bilayers. The results are in good agreement with the experi-
mental data without having to make assumptions about the
motions of the peptides. Association of glycophorin A helices was
performed for 6 μs. The simulated dimer in this work closely
resembles the experimental structure. This is the first report
showing the RMSD of the assembled GpA dimer lower than
0.3 nm compared to NMR structure. These results showcase the

Figure 8. Representative structure of the simulated GpA dimer in
purple in: (a) front and (b) side views. Side chains of key residues,
L75, I76, V80, V84, and T87, are represented by green (hydrophobic
particles) and red (hydrophilic particles) spheres. NMR structure in
micelle is shown in gray for reference. (c) Contact map of theGpA dimer
for the first run. The matrices correspond to the ensemble of the simu-
lations with the cutoff distance of 0.8 nm. Seven common contacts were
found in the three runs: L75�I76, I76�G79, G79�G79, G79�V80,
G79�G83, G83�G83, and T87�T87.
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high accuracy and efficacy of the extended PACE force field in
studying membrane proteins.

’ASSOCIATED CONTENT
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presentation of hydrogen bonding potentials; Figure S2 shows
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contact map of the GpA dimer for the second and third runs;
Table S1outlines calculated tilt angles of WALP, GWALP
peptides, and their mutants with original and modified backbone
hydrogen-bonding potentials. This material is available free of
charge via the Internet at http://pubs.acs.org.
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ABSTRACT: The study of drug-receptor interactions has largely been framed in terms of the equilibrium thermodynamic binding
affinity, an in vitro measure of the stability of the drug-receptor complex that is commonly used as a proxy measure of in vivo
biological activity. In response to the growing realization of the importance of binding kinetics to in vivo drug activity we present a
computational methodology for the kinetic characterization of drug-receptor interactions in terms of the encounter complex. Using
trajectory data from multiple Brownian dynamics simulations of ligand diffusion, we derive the spatial density of the ligand around
the receptor and show how it can be quantitatively partitioned into different basins of attraction. Numerical integration of the ligand
densities within the basins can be used to estimate the residence time of the ligand within these diffusive binding sites. Simulations of
two structurally similar inhibitors of Hsp90 exhibit diffusive binding sites with similar spatial structure but with different ligand
residence times. In contrast, a pair of structurally dissimilar inhibitors of MDM2, a peptide and a small molecule, exhibit spatially
distinct basins of attraction around the receptor, which in turn reveal differences in ligand orientational order. Thus, our kinetic
approach provides microscopic details of drug-receptor dynamics that provide novel insight into the observed differences in the
thermodynamic binding affinities for the two inhibitors, such as the differences in the entropic contributions to binding. The
characterization of the encounter complex, in terms of the structure, topology, and dynamics of diffusive binding sites, offers a new
perspective on ligand�receptor interactions and the potential for greater insight into drug action. The method, which requires no
prior knowledge of the bound state, is a first step toward the incorporation of ligand kinetics into in silico drug development
protocols.

’ INTRODUCTION

The status quo of drug development is the selective and opti-
mal targeting of low-molecular-weight compounds to a particular
bioactive molecule.1 In general, this is carried out by in vitro
optimization of the drug-target association constant (Ka), free
energy of association (ΔGa), or the half-maximal inhibitory con-
centration (IC50). In this context, these parameters are used as
quantitative measures (or proxies) of the drug biological acti-
vity.2 This approach implicitly assumes closed-system conditions
in which the target is exposed to an invariant concentration of the
drug and thermodynamic equilibrium is assumed.3 However,
in vivo conditions are very different, as drug concentration is no
longer invariant due to factors such as circulation, absorption,
metabolism, and interaction with other cellular constituents.
Under these conditions, it is becoming increasingly clear that
the kinetics of drug binding, as measured by the association and
dissociation rate constants (kon and koff) of drug target inter-
actions, are of significant relevance to its biological activity.1,4

Initial work in developing quantitative structure�property
relationships (QSPR) based on binding kinetics has confirmed
the utility of both kon and koff as important and distinct factors
relating to pharmacological and pharmacokinetic properties.5 It
has been observed that, in lead optimization, a decrease in the
association constant (Kd) often results in a lowering of koff by

proxy, due to the typically smaller dynamic range of kon. Unlike
koff, kon is usually diffusion-controlled and hence not amenable to
optimization. Indeed, increasing koff was found to be strongly
related to HIV-1 protease resistance to the inhibitor saguiavir.6

This was further confirmed by a study of the kinetics of the
interaction between drug-resistant variants of HIV-1 protease
and several clinically used inhibitors (amprenavir, indinavir, nelfi-
navir, ritonavir, and saquinavir), where the reduction of affinity
was related to a combination of decreased kon and increased koff.

7

Similarly, the development of resistance in EGFR has been
associated with altered kinetics,8 where p53 DNA site-specific
recognition was found to rely more on differences in binding koff
rather than on differences in affinities.9 These observations have
led a number of recent researchers to stress a greater role for drug
binding kinetics in therapeutic differentiation strategies,10 miti-
gating off-target mediated toxicity and leading to improved drug
safety and tolerability.4 It is becoming clear that the off-rate koff or
the drug-target residence time τ (τ∼ 1/koff) is an important and
perhaps crucial property for drug lead optimization,1,4,11�13

thereby providing an alternative route to improving the therapeutic
utility of a drug.10
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We consider key stages of ligand�receptor interactions via an
illustrative reaction coordinate (Figure 1). In this scheme, the
traditional focus is on the energy barrier (labeled 4) separating
the freely diffusing ligand (labeled 1) from the bound complex
(labeled 5). At equilibrium, this barrier can be related to the
association and dissociation rates (kon and koff). However, prior
to reaching equilibrium, an encounter complex is formed. The
encounter complex corresponds to the configuration of the
ligand receptor complex prior to crossing the energy barrier to
the final bound state. The process of ligand�receptor interaction
can, therefore, be described in terms of three distinct regimes:
unbound (in bulk solution), nondiffusively bound (the classic
binding site, and the focus of the thermodynamic approach to
drug interaction), and an intermediate diffusively bound regime
characterized by the encounter complex (Figure 1). The ligand in
this diffusively bound regime is spatially restrained in the vicinity
of the receptor due to net associative influx.

The encounter complex is therefore a prerequisite for the
binding reaction to proceed and is differentiated from other con-
figurations by the requirement that the ligand association rate is
much higher than its dissociation rate.14 The residency of the en-
counter complex increases the possibility of mutual perturbation
of the ligand and the receptor conformational landscape, which
may lead to a reduction of the barrier height. This is consistent

with the observation that the forward rate constant kon is diffusion-
limited in a large number of biological processes.15�17

Amidst the flux and clearance that is characteristic of the in vivo
situation, the encounter complex represents a higher local
availability (or “concentration”) of the drug around the target.
This sustains the influence of the drug on the target (i.e., per-
turbation of receptor conformational states, via conformational
selection, or induced fit), which in turn is responsible for the
biological response.1 Thus, the residence time of the encounter
complex emerges as an important, and as yet underexplored,
kinetic factor in ligand�receptor interactions in a pharmacolo-
gical context.

Currently, myriad computational tools exist to support drug
development within the thermodynamic approach.18�21 More
recently, steered molecular dynamics simulations have enabled
the successful discrimination of good and bad binders among a
set of molecules to a receptor, thus pointing toward the relevance
of koff.

22 In addition, with the availability of computers that
enable much longer simulation times, atomistic simulations have
revealed the pathways of drug binding to receptors and have
displayed apparent kinetics that are close to the experimentally
determined ones.23,24 However, both of these methods require
very long simulations that are currently not generally accessible,
which in turn make them not amenable to easy statistical ana-
lyses. Moreover, they do not provide a general framework for
addressing the kinetics of ligand protein interactions.

Here, we introduce a novel method to compute kinetic
information related to drug-target interactions that could be a
powerful and complementary addition to the drug development
toolkit.25 We describe a computational strategy for the charac-
terization of the ligand�receptor encounter complex. On the basis
of the definition introduced above, we regard the encounter
complex as being in terms of basins of attraction of the ligand

Figure 1. (Upper) Traditional view of the free energy profile along the
reaction coordinate of ligand�receptor interaction. Different domains
of interaction are schematically depicted: (1) free diffusion, (2) electro-
static steering, (3) encounter complex, (4) energy barrier crossing, and
(5) formation of the bound (final) complex. (Lower) An alternative view
with two broad regimes of interaction: unbound (free bulk diffusion)
and bound, which incorporates both the restricted diffusion of the
encounter complex and the nondiffusive characteristics of (final) bound
states. In the general case, due to ligand and receptor conformational
flexibility, the energy surface is dynamic—and with the variation in 4
shown for illustration. Under nonequilibrium conditions, both the
occupation of states and the barrier height are time-dependent.

Figure 2. A 2D illustration of the partitioning of the space around the
MDM2 receptor (yellow) into four different basins of attraction (shown
as solid lines) and their connecting superbasins (shown as dashed lines).
The basins of attraction correspond to regions of space where the rate of
association of the ligand�receptor encounters is higher than the rate of
dissociation�formation of the ligand�receptor encounter complex.
This is ensured by two constraints: (1) the inward direction of the gradi-
ent of the ligand density contours in these regions (i.e., inward overall
ligand influx) and (2) the requirement that the contours be closed such
that the ligand motion in these region is spatially restricted. Hot spots
within these basins are labeled in ascending order according to the
corresponding ligand residence time.
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around the receptor, and we provide a method for their identi-
fication. We estimate the residence time in these basins of attrac-
tion by integration of the ligand spatial probability density
derived from multiple ligand trajectories in Brownian dynamics
simulations.

The use of a clear physical criterion in defining the encounter
complex allows for a blind (i.e., unbiased) characterization of
multiple basins of attraction representing kinetically distinct
diffusively bound states with their own characteristic residence
times (Figure 2). This framework offers the possibility of signi-
ficantly supplementing the current models of drug-receptor inter-
actions with quantitative parameters relating to the structure
(spatial distributions of the drug within the basins of attraction),
topology (connectivity of the basins), and dynamics (flux in, out,
and between basins) within the diffusive-bound regime.

’MATERIAL AND METHODS

Diffusional Dynamics of Ligand Receptor Interaction.
Brownian dynamics (BD) simulations of the ligand protein
diffusional encounters were carried out for the association
schemes 1 and 2 using the SDA package.26,27

ðproteinÞ ðligandÞ ðcomplexÞ

HSP90þ ver-49009
ver-50589

f HSP90 : ver-49009
f HSP90 : ver-50589

( ð1Þ

ðproteinÞ ðligandÞ ðcomplexÞ

MDM2þ p53
nutlin

f MDM2 : p53
f MDM2 : Nutlin

( ð2Þ

Brownian Dynamics Setup. The BD trajectories were propa-
gated by solving the translational and rotational diffusion equa-
tions, using the Ermak�McCammon algorithm28 as implemen-
ted in the SDA package version 4.23b. The diffusion coefficients
were calculated using the HYDROPRO software.29 Initially, the
center of mass (COM) of the protein was placed at the origin,
and the ligand was placed at a b = 150.0 Å COM�COM sepa-
ration relative to the protein center of mass. At this separation,
there is no preferential orientation of the ligand since the elec-
trostatic potential of the protein is nearly isotropic at distances
greater than 80 Å from its center of mass. A time step of 0.1 ps
was used when the COM�COM separation was less than 90 Å.
At larger separations, the time step was increased linearly with a
slope of 0.5 ps Å�1. The simulations were terminated if the
ligand�protein COM�COM separation exceeded c = 3b Å.
In scheme 1, multiple conformations of the VER-49009

and VER-50589 ligands were used as initial structures for BD
simulation of the ligand diffusion around the HSP90 protein
(PDB ID: 2uwd). The ligand conformations were selected on
the basis of principal component analysis (PCA) of constant-
temperature MD trajectories (1 ns) of the unbound ligand using
theMerck force field within CHARMM.The selected ligand con-
formations correspond to high-density regions in the ligand con-
formational landscape as revealed byPCA. In scheme2, 15 snapshots
of the ligand protein conformations were extracted from equili-
bratedMD trajectories of the p53 peptide (ETFSDLWKLLPEN)
and nutlin-2MDM2 bound complexes.30 In both schemes, a large
number of BD trajectories (100 000 and 750 000 for schemes
1 and 2, respectively) were generated and checked for converg-
ence with respect to the total residence time of the ligand around

the receptor (see below). Typically, 50 000 BD trajectories were
found to be sufficient to reach convergence in both schemes.
In the BD simulations, the forces between the ligand and the

protein derive from steric, desolvation, and electrostatic interac-
tions. Steric interactions were accounted for implicitly through
the use of steric exclusion grids (grid spacing of 1 Å) centered on
both protein and ligand. The electrostatic force on any atom of
the ligand was calculated by multiplying its charge by the electro-
static potential of the protein at that spatial position. The electro-
static potential around the protein and ligand was calculated by
numerically solving the nonlinear Poisson�Boltzmann equation31,32

on a grid with dimensions of 161� 161� 161 Å centered at the
ligand/protein using the APBS program.33 Using a grid spac-
ing of 1 Å (as required by the SDA package) results in computa-
tional efficiencies in the BD simulations. Adapted PEOE atomic
charges and radii of the ligand and the protein atoms were assig-
ned using the PDB2PQR program.34,35 The solvent dielectric
constant was set to 78.5 and the protein interior dielectric con-
stant to 4; the salt concentration was set to 0.15 M. The solute�
solvent boundary was defined at the van der Waals surface
because molecular surface definition was found to result in
significant underestimation of the association rates in some
cases.36 During the BD simulations, for the sake of computational
efficiency, the full set of atomic charges of the ligand was replaced
by a smaller set of effective charges that accurately reproduced
their calculated electrostatic potential.37 The effective charges
were derived by the ECM module in the SDA package so as to
reproduce the electrostatic potential at the accessible surface
(defined by a probe of 4 Å) in a 3-Å-thick layer extending out-
ward from each structure.
Desolvation effects were incorporated through a desolvation

penalty grid38 around the ligand and the protein using a scaling
factor of 1.67, consistent with the surface definition for the
solute�solvent boundary.36 Use of explicit water has been shown
in a number of studies to be an important factor in molecular
association39,40 and the formation of the ligand-bound complex41

(labeled 5; Figure 1). However, since we focus on the encounter
complex (labeled 3; Figure 1), outside its conventional binding site,
we believe, an implicit account of desolvation effects using a penalty
grid is a reasonable choice consistent with the use of BD simulations.
Convergence of the BD Simulation. In order to check for

convergence of the BD simulations, the total residence time of
the ligand around the protein was estimated by aggregating suc-
cessively larger numbers of BD trajectories in post processing.
The total residence time of the ligand was then computed via
integration of the residence time radial profile. Since the BD trajec-
tories are independent, there is no particular order in which to
aggregate the data. To provide a robust estimate of convergence,
the following procedure was used. The BD trajectories were split
randomly into bins that comprise 5000 trajectories each; the bins
were then sampled without replacement and spliced randomly to
form bigger bins that comprise 10 000, 15 000, 20 000, etc. trajec-
tories. The process was repeated 1000 times, and the average resi-
dence time of the ligand around the protein was then computed
for each bin (Supporting Information, Figure 1). The BD sim-
ulations were found to converge beyond 50 000 trajectories for
both schemes 1 and 2.
Kinetics-Based Approach for the Identification of Encounter

Complex Basins of Attraction. The following algorithm forms
the basis of our kinetics-based approach to identifying the dyna-
mically derived ligand spatial density around the receptor and
partitioning it into distinct basins of attraction, which comprise
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the ligand�receptor encounter complex. From the trajectory
data, a 3D spatial probability density grid is constructed around
the receptor by computing the average frequency of the ligand
center of mass visiting individual spatial grid cells. The grid dim-
ensions were chosen so as to extend 200 Å in each direction with
a grid spacing of 1 A. The root-mean-square displacement of the
center of mass of the ligand during the BD simulations (∼0.15 Å
in schemes 1 and 2) sets a lower limit for the grid spacing that can
be used. The choice of a grid spacing of 1 Å reflects a balance
between retaining dynamical information and tractable spatial
resolution: in practice, it generates a detailed and smooth spatial
probability density landscape.
The 3D ligand spatial density grid is contoured at equally

spaced contour intervals that extend from the highest density
(strongly interacting with the receptor: diffusely bound regime)
to the lowest density (weak/noninteracting: diffusive regime).
Closed contours at the highest level of density represent inter-
action “hot spots”. Closed contour surfaces at successively lower
density levels that encompass each individual hot spot are then
accumulated. As a consequence of following the density gradient
in this manner, the ligand flux in these regions is such that the
average rate of inward ligand association (i.e., toward the hot
spot) is higher than its average outward dissociation rate. As the
contour surfaces are “closed”, the process therefore ensures that
the direction of the ligand density gradient is maintained inward
from all directions. These characteristics, which result from res-
triction (or channelling) of the ligand motion in the diffusional
trajectories, result in these regions acting as basins of attraction.
The connectivity between different basins of attraction is deter-
mined by detecting closed contour surfaces that encompass
multiple hot spots: such regions represent superbasins of attrac-
tion within a global disconnectivity tree.42

This scheme, based on ligand�receptor binding dynamics,
yields a partitioning of the ligand spatial density around the re-
ceptor into kinetically distinct, spatially resolved encounter com-
plex basins of attraction that correspond to putative binding sites
in the diffusively bound regime. The identification of these sites
does not require prior knowledge of a (conventional nondiffusive)
binding site on the receptor, or the use of other ad hoc criteria.14,27,43

This is notable, in view of the increasing importance of the role of
allosteric sites in modulating activity44 which are difficult to infer
from static methods such as X-ray crystallography.
Estimation of Ligand Site-Specific Residence Time (τLR).

The ligand site-specific residence time is computed for individual
basins of attraction by numerical integration of the time-averaged
ligand probability density in each basin of attraction. Using small
contour intervals, in which the ligand density D is effectively
constant, the integral can be approximated by

τLR ¼ ∑
N

n¼ 2
ΔtðVn � Vn�1ÞðDn þ Dn�1Þ=2

where (Vn � Vn�1) is the volume enclosed between two
consecutive contour surfaces at ligand densities Dn and Dn�1

and Δt is the time step used in the BD simulation. In the case of
multiple basins of attraction, it may be convenient to express the
fractional residence time of a given basin as a proportion of the
total residence time over all basins.

’RESULTS AND DISCUSSION

In order to illustrate the applicability of our approach, we
considered two ligand�receptor systems: (1) interactions of two

structurally homologous inhibitors (VER-50589 and VER-49009)
with their target Hsp90 and (2) interactions of two very different
ligands, an α-helical peptide mimic of p53 and a nonpeptide
ligand (Nutlin), with MDM2, the negative regulator of p53.
1. Hsp90�Inhibitor Interactions.Hsp90 inhibitors cause the

inactivation and eventual degradation of Hsp90 client proteins
and have shown promising antitumor activity in preclinical model
systems.45 However, the relationship between the biological
activity and thermodynamic characteristics of a number of these
inhibitors remains unclear.46 Recently, a potent isoxazole ana-
logue of 3,4-diarylpyrazole resorcinols, called VER-50589, has
been identified. This compound is 9-fold more potent than a
highly homologous analogue, the pyrazole VER-49009.46 Inter-
estingly, the key difference between the two compounds is the
introduction of an amine (N�H) group (and thus a newH-bond
donor) into a heterocyclic ring, resulting from the replacement of
an oxygen atom in VER-50589 by a nitrogen atom in VER-49009
(see Figure 3a, top).
The crystal structures of these inhibitors bound to theN-terminal

domain of the Hsp90 monomer reveal a “virtually identical
binding mode”;46 calorimetric analysis revealed a tigher bind-
ing for VER-50589 vs VER-49009 (Kd: 4.5 vs 78.0 nmol L�1)
attributed to a higher enthalpy of VER-50589 binding, yet the
rationale for this remains unclear.46 However, a kinetic analysis of
ligand binding has suggested that the higher cellular activity of
VER-50589 relative to VER-49009 may be associated with an
approximately 10-fold slower off-rate for VER-50589 compared
to VER-49009, leading to higher cellular concentrations.47

BD simulations (Figure 3) reveal that both inhibitors exhibit
very similar encounter complex distributions around the Hsp90
protein (Figure 3b) forming three main basins of attraction in
proximity to the residues Thr:65, Gly:125, and Glu:205 on the
receptor surface (VER-50589 exhibits a very minor fourth basin).
A comparison of the fractional residence times of the ligands
within these basins shows two distinct patterns: VER-49009
exhibits an essentially equal distribution of the ligand across the
three basins (fractional residence times of ∼35, 35, and 29%),
whereas VER-50589 preferentially occupies a single basin
(fractional residence times of 50, 33.5, 14%). The unequal occu-
pancy within the three basins leads to differences in the effective
local concentration of the ligand.
Although we cannot draw firm conclusions from these pre-

liminary results, we can begin to illustrate how this new picture of
drug-target interactions could provide additional insight into the
mechanism of drug action. Without consideration of major allo-
steric effects, a working assumption is that the degree of influence
that a ligand has on the receptor is proportional to the amount of
time it is available to exert that influence. In this context, the
encounter complex basin residence time profile of VER-49009
suggests a higher degree of ligand depletion than VER-50589. By
contrast, VER-50589 spends more time residing in a localized
region close to the receptor. Such characteristics are of interest
in relation to the superior pharmacodynamics (longer duration
of action) and enhanced antitumor efficacy of VER-50589 vs
VER-49009 in vivo46 and may offer new perspectives on future
drug development.
2. MDM2�Inhibitor Interactions. The protein p53 protects

cells from various sorts of damage, and its levels are controlled in
a negative feedback loop with the ligase MDM2.48 This interac-
tion is critical for therapeutic intervention in tumors that have
overexpressed MDM2, leading to an intense search for MDM2
inhibitors.49,50 There are two major avenues being explored for
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inhibitors: small molecules (e.g., Nutlins) and peptide mimics of
p53, both of which disrupt or prevent p53�MDM2 intercations;
indeed some are now entering clinical trials. However, in general,
the peptidic inhibitors have not been as effective as Nutlins,51 a
trend that is in line with their relative thermodynamic binding
affinity.52 Here, we apply our methodology to examine how bind-
ing kinetics relate to these observed differences in activity. In
contrast to the Hsp90 inhibitors, the distribution of the basins of

attraction of Nutlin and the α-helical peptide around MDM2 are
distinctly different (Figure 4a). This reveals that the character-
istics of interactions with a given receptor (and thus potentially
the mechanism of action) can vary between ligands. This is im-
portant, as when developing potential inhibitors, such as nutlins
and peptidomimetics, ligand optimization is currently carried out
in terms of thermodynamic parameters, assuming a largely invari-
ant binding site and thus similar modes of interactions. In contrast,

Figure 3. (a) The disconnectivity trees of the density of the ligand�Hsp90 encounter complex and the corresponding fractional residence times of the
different basins of attaction of VER-50589 (left) and VER-49009 (right) upon interaction with the Hsp90 N-terminal domain. The leaves of the
disconnectivity tree correspond to different basins of attraction; sets of connected basins form superbasins that are shown in different colors such that
those corresponding to the superpbasin with the highest residence time are shown in red. The distribution of the center of mass of the ligand within these
superbasins around the Hsp90 is shown in b using the same color scheme. Residues closest to the basins within each superbasin are labeled accordingly
in a and b. The ligand within the active site as determined by X-ray crystallography (PDB ID: 2uwd) is shown in yellow for each case.
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the kinetic profiles, in terms of encounter complex basins of attrac-
tion, suggest that this assumption needs to be re-examined. In
agreement with the discovery of the importance of allosteric
interactions in peptide-MDM2 interactions,30 the spatial ditribu-
tion of the basins of attraction of the α-helical peptide suggests
that the initial diffusive encounter between the peptide and
MDM2 takes place far from the (classic nondiffusive) binding
site, at the N- and C-termini of MDM2 (Figure 4a, left). More-
over, within the basins of attraction, the distribution of ligand
configurations exhibits a relatively high degree of order in terms
of helix orientation (Figure 4b, left). This reflects the significant
degree of loss of rotational entropy upon peptide interaction with
the MDM2 that has to be compensated for by enthalpic inter-
actions upon formation of the final bound complex.52 The orien-
tational order of the peptides clearly stems from alignment of the
ligand helix dipole moment with the electrostatic potential of the
MDM2 receptor. Interestingly, the peptide helix orientation with
respect to the receptor surface is reversed within the two basins.
By comparison, interaction of Nutlin with MDM2 takes place via
two basins of attraction that directly interact with the clefts of the
(classic nondiffusive) binding site on theMDM2 surface (Figure 4a,
right). By contrast, the distribution of structures of the Nutlin
encounter complex within these basins does not exhibit the same
degree of order as observed for the peptide inhibitor (Figure 4b,
right), suggesting that as a consequence of the orientational
preordering, the entropic loss upon Nutlin binding to MDM2
will be smaller than the peptide, thus contributing to its higher
affinity.

This new kinetics-based mechanistic insight complements the
traditional thermodynamic approach to drug optimization, which
focuses attention on the (nondiffusive) bound state, which nec-
essarily has a more restricted configurational distribution than
diffusively bound encounter complex states. In the thermody-
namic approach, optimization (in terms binding affinity) of pep-
tidic ligands would be based on maximizing the enthalpic con-
tribution to binding in order to compensate for the entropic loss
on moving from the (bulk diffusive) unbound regime. From our
kinetics-based analysis of the encounter complex structural dis-
tribution, we see the role of the helix dipole in restricting the
orientational freedom of the peptide ligand, compared to Nutlin.
This observation could provide new avenues for exploitation in
drug optimization, for example, to tune binding properties by
engineering peptidic ligand dipole moments to modify the con-
figurational ordering in the encounter complex—a new approach
that emerges from our methodology.

’CONCLUSIONS

We present an effective and principled computational approach
for the kinetic characteristisation of ligand�receptor interactions
with a focus on the encounter complex, defined clearly as states
where the ligand�receptor association rate is higher than the
dissociation rate. Our approach to identifying these diffusive bind-
ing sites does not rely upon the assumption of reaching thermo-
dynamic equilibrium or on prior knowledge of the bound state.
Instead, we adopt a dynamical approach: generating trajectories
representing ligand�receptor diffusional encounters on a natural
time scale (subject to certain technical constraints), representing
the time for the ligand to diffusionally engage and subsequently
disengage from the receptor. Using data frommultiple trajectories,
we derive spatial densities of the ligand around the receptor. The
ligand spatial distribution can then be partitioned into distinct
basins of attraction, representing diffusive binding sites. Residence
times within these sites are estimated by numerical integration of
the corresponding ligand denisites. We emphasize that the resi-
dence times estimated in this procedure relate to the encounter
complex and do not incorporate contributions arising from the
classic bound state, which is the subject of ongoing work.

The importance of the residence time in shaping the biological
activity of drug candidates has been the focus of several recent
studies.1,3,4,12 Thus, a quantiative structural and kinetic charac-
terization of diffusively bound ligand�receptor interactions pro-
vides additional information that may provide greater (or at least
complementary) insight into the “mechanism” of drug action
in vivo than that provided by traditional thermodynamic approaches.
Specifically, the introduction of a new set of microstates (encounter
complex basins of attraction) opens up new avenues for gaining a
greater understanding of the relationship of themicroscopic ligand�
receptor dynamics to the effective macrostates that underpin
thermodynamic treatments of the binding process.

We have applied the methodology to two different systems:
Hsp90 inhibitors and MDM2 inhibitors. For Hsp90, we found
that the redistribution of the ligand residence time across the
different basins of attraction is likely to be an important factor in
shaping the biological activity of structurally related inhibitors.
For MDM2, on the other hand, we showed that structurally un-
related inhibitors, an α-helical peptide and Nutlin, exhibit
two distinctly different patterns of interaction with the MDM2
receptor. The basins of attraction of the α-helical peptide around
MDM2 are located far from the ligand binding site, suggestive of

Figure 4. (a) The basins of attraction (gray) of the α-helical peptide
ligand (left) and Nutlin-2 (right) upon interaction with the MDM2
(orange). The final bound complex is shown in cyan in cartoon and
VDW representations. The corresponding structures of the encounter
complex within each basin are shown in b. In order to illustrate the
direction of the molecular structures within these basins, the structures
are colored according to the atom index of each of them using a color
palette that changes smoothly from blue (first atom) to red (last atom).
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an allosteric mechanism, while the locations of the basins for
Nutlin are indicative of more direct interactions with the classic
ligand binding site. In our study, the peptide conformation is re-
stricted to be largely α-helical. This is justified by reference to the
increasing use of “stapled” peptides as therapeutic agents which
rely on stabilizing the peptide intro an α-helical conformation
through the use of a hydrocarbon bridge.53�55 The introduction
of the bridge does not significantly affect the electrostatic potential of
the peptide, and therefore we anticipate that its absence in ourmodel
will not significantly affect our results since electrostatic interaction
is themain driving force for the formation of the encounter complex.

In this proof of principle study, we employ multiple static con-
formations of the ligand and receptor and thus cannot address
cooperative features of molecular recognition such as induced fit
of receptor�ligand conformational states.56 However, such effe-
cts can be incorporated into the approach, albeit at additional
computational cost, by the use of nested BD/MD simulations,
which are the subject of ongoing study.

The methodology is timely given the growing realization of
the importance of drug binding kinetics, particularly the drug-
target residence time, for optimizing drug efficacy in vivo. The addi-
tional insight provided by this kinetics-based characterization
could provide a powerful complement to the traditional struc-
ture-based computational drug optimization techniques that are
largely focused on the thermodynamics of drug�receptor inter-
actions in the classic (nondiffusive) binding site. Of particular
promise is the potential for additional insight into the mechan-
isms of drug action afforded by a richer picture of molecular inter-
actions with the adoption of a complex dynamical (or even adaptive)
systems framework (e.g., trajectories, basins of attraction), over
traditional equilibrium thinking (e.g., states, static distributions).
We offer this approach as an example of a new breed of com-
putational tools to explore the new paradigm of kinetic-based
drug development.
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ABSTRACT:We developed a quantummechanical/molecular mechanical (QM/MM) free energy geometry optimizationmethod
by which the geometry of a quantum chemically treated (QM) molecule is optimized on a free energy surface defined with thermal
distribution of the surrounding molecular environment obtained by molecular dynamics simulation with a molecular mechanics
(MM) force field. The method called QM/MM reweighting free energy self-consistent field combines a mean field theory of QM/
MM free energy geometry optimization developed by Yamamoto (Yamamoto, T. J. Chem. Phys. 2008, 129, 244104) with a
reweighting scheme for updating the MM distribution introduced by Hu et al. (Hu, H., et al. J. Chem. Phys. 2008, 128, 034105) and
features high computational efficiency suitable for exploring the reaction free energy surface of extensive protein conformational
space. The computational efficiency with improved treatment of a long-range electrostatic (ES) interaction using the Ewald
summation technique permits one to take into account global conformational relaxation of an entire protein of an enzyme in the free
energy geometry optimization of its reaction center. We applied the method to an enzymatic reaction of a substrate complex of
psychrophilic α-amylase from Antarctic bacterium Pseudoalteromonas haloplanktis and succeeded in geometry optimizations of the
reactant and the product of the catalytic reaction that involve large conformational changes of protein loops adjacent to the reaction
center on time scales reaching sub-microseconds. We found that the adjacent loops in the reactant and the product form in different
conformations and produce catalytic ES potentials on the reaction center.

’ INTRODUCTION

Catalytic reaction mechanisms in enzymes have been inter-
esting and important topics in chemistry and biology.1,2 Theore-
tically, a widely used technique to study enzymatic reactions is a
combined quantummechanical/molecular mechanical (QM/MM)
method.3�7 In this technique, the enzymatic reaction center is
described quantum mechanically, while the surrounding envir-
onment of biomacromolecules such as proteins is treated by
using a molecular mechanics (MM) force field. The method
allows one to take into account complex environmental effects of
enzymes for catalysis very efficiently, providing powerful means
for studying enzymatic chemical reactions.

Despite the success of the QM/MM approach, however, the
method suffers from a difficulty due to the high computational
cost of the included QM part. Because of the time-consuming
QM calculation, the potential energy profile in only one con-
formation of a protein is examined in a conventional QM/MM
procedure, whereas the chemical reaction proceeds in thermal
fluctuation. Thus its energetics are characterized in terms of free
energy determined by the thermal average of conformations. In
particular, such an approach based on the potential energy
surface cannot be applied to enzymatic reaction processes where
the chemical steps are correlated with protein conformational
changes.

Although, in principle, statistical samples of protein conforma-
tions can be collected from a molecular dynamics (MD) simula-
tion with a QM/MM Hamiltonian, the high computational cost
of the QM/MMmethod limits severely the sampling calculation,
leading to a poor statistical convergence of the sampling. In
particular, a very long trajectory calculation for the sampling is

required for protein systems since the structural relaxation of the
protein is known to be very slow.8�10 Such a slow relaxation
motion of the protein is also suggested to be coupled with a local
event of reaction.11 The relaxation time could be tens of pico-
seconds,11 which is more than 2 orders of magnitude longer than
that of water solvent,12 indicating that a much longer MD
calculation for protein than for water solution is necessary for
obtaining a properly converged statistical sampling.

It should be noted that use of an adequate QM method in the
QM/MM treatment is also crucial for accurate evaluation of the
reaction profile. Since catalytic reaction centers are often highly
polar, extended QMmolecular regions with large basis functions
are necessary for a description of the complex electronic nature
including polarization and charge transfer. An increase in the
computational cost of the QM method for the complex catalytic
reaction centers therefore introduces a serious dilemma between
the accuracies of the QM description and the statistical sampling.

Several QM/MM methodologies that can take into account
thermal fluctuation of a protein conformation for the examina-
tion of an enzymatic reaction profile have been developed. MD
simulations with QM/MM Hamiltonians have been carried to
evaluate reaction free energy surfaces along reaction coordinates.
In such straightforward approaches, to improve the convergence
of statistical samplings, QM/MM Hamiltonians are approxi-
mated with semiempirical methods13�18 or empirical potential
energy functions19�21 of which parameters were determined by
more accurate QM or QM/MM methods.

Received: August 20, 2011
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The other approaches, i.e., QM/MM free energy geometry
optimizations,22�30 have also been developed extensively. In
these approaches, reaction paths are determined by geometry
optimizations of enzymatic reaction groups represented by QM/
MM Hamiltonians on free energy surfaces defined by statistical
samples of the surrounding protein conformations described by
MM force fields. Although the approaches omit explicit sampling
of the conformations of QM molecules, the omission separates
the time-consuming QM calculation and the MM conforma-
tional sampling one, enabling one to utilize highly accurate ab
initio QM methodologies directly for the description of large
QM molecules and to enrich statistical samples of the surround-
ing protein conformations. However, the convergence of the
statistical sampling for enzymes has not been well assessed since
the methodologies developed so far are still not efficient enough
to obtain sufficient statistical samples for protein systems with
very slow conformational relaxation.

In the present study, we developed an efficient QM/MM free
energy geometry optimization method that combines a method
based on a mean field approximation developed by Yamamoto30

with a reweighting update scheme for the statistical ensemble of a
protein conformation introduced by Yang and co-workers.25

Unlike others, the present method, called the QM/MM reweigh-
ting free energy self-consistent field (QM/MM-RWFE-SCF),
determines a fully variationally electronic wave function of the
QMmolecules in the surrounding molecular field represented in
a mean field manner, leading to a great efficiency in the
computational procedure and an improvement of convergence
behavior of the geometry optimization necessary for examination
of the protein systems. We also incorporated the Ewald summa-
tion technique in evaluation of the QM/MM electrostatic (ES)
interaction for a periodic boundary condition (PBC) system. In
addition to improved accuracy of the QM/MM ES interaction
with full electrostatics, the Ewald method provides a consistent
description of the ES interaction of the QM/MM method with
that of existing highly sophisticated MD program packages,
enabling one to obtain efficiently sufficient statistical samples
of the protein conformations by the latter.

The QM/MM-RWFE-SCF method was applied to an enzy-
matic reaction of psychrophilic α-amylase from the Antarctic
bacterium Pseudoalteromonas haloplanktis. This enzyme and its
homologues exhibit a notable temperature dependence for the
enzymatic activity, which is suggested to originate from the dif-
ference in protein structural flexibility.31�35 For the first step to
understanding the role of the protein structural flexibility in the
enzymatic catalysis, we determined free energetically optimal
structures of the active site in a catalytic reaction step schematically

depicted in Figure 1. The reaction, cleavage of theα-glycosidic bond,
is the first step of the overall catalytic reaction process proposed
previously,36 and thus the state labeled as the product in the present
study corresponds to an intermediate state of the overall catalysis.

The high efficiency provided by the present method drastically
increases the sizes of the enzyme systems and protein conforma-
tional samples treated; we identified the optimized structures of
the QM catalytic site described by an ab initio QM method with
more than 600 basis functions on free energy surfaces of the
conformational samples of the MM protein consisting of more
than 68 000 atoms obtained byMD simulations for tens of nano-
seconds. In particular, we succeeded in optimizing a structure
with the MM conformational samples obtained by a MD
trajectory for ∼90 ns, which involves large and slow conforma-
tional changes at a loop adjacent to the catalytic reaction site. The
calculations demonstrate critical importance of the sufficient
conformational sampling by a long MD simulation.

’THEORY

A free energy functional of the QM Born�Oppenheimer
(BO) electronic wave function, Ψ(r;R,X), is introduced30 as

F½Ψ� ¼ � β�1 ln
Z

dR dX expð� βE½Ψðr;R,XÞ;R,X�Þ
ð1Þ

where r, R, and X are coordinates of electrons, QM atoms, and
MM atoms, respectively, and E[Ψ(r;R,X);R,X] is the expecta-
tion value of the total energy of the QM/MM system:

E½Ψðr;R,XÞ;R,X� ¼ ÆΨðr;R,XÞjĤjΨðr;R,XÞær ð2Þ
Ĥ is the total Hamiltonian,

Ĥðr,R,XÞ ¼ Ĥ0ðr,RÞ þ ĤQM � MMðr,R,XÞ þ EMMðXÞ
ð3Þ

where Ĥ0(r,R) is the gas electronic Hamiltonian of the QM
molecules, EMM(X) is the energy function of the MM ones, and
ĤQM�MM(r,R,X) represents the interaction between the QM
and MM parts. The QM�MM interaction is usually given by a
sum of the ES nonbonding interaction, ĤES

QM�MM(r,R,X), and the
interaction other than ES, Enon‑ES

QM�MM(R,X), such as the Lenard-
Jones nonbonding one and the intramolecular bonding potentials:

ĤQM � MMðr,R,XÞ ¼ ĤQM � MM
ES ðr,R,XÞ þ EQM � MM

non-ES ðR,XÞ
ð4Þ

Figure 1. Reaction scheme of cleavage of the α-glycosidic bond in α-amylase catalysis studied in the present study. The product state corresponds to an
intermediate of the overall α-amylase catalytic reaction proposed previously.36 Numbers, +1 and �1, indicate the subsites of the substrate.
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Note that the QM electrons interact with effective point charges of
the MM atoms through the ES interaction, whereas the non-ES
interaction is independent of the QM electronic coordinates and is
described solely by MM force field parameters. In a standard QM/
MM scheme, the ES interaction is given as

ĤQM � MM
ES ðr,XÞ ¼ ∑

Nelec

i
∑
NMM

α

Qα

jri � Xαj ð5Þ

whereNelec andNMM are the numbers of electrons andMM atoms,
respectively, and Qα represents the effective charges of the
MM atoms.

Taking variation of the free energy functional with respect to
the QMwave function, i.e., δF[Ψ]/δΨ = 0, with a constraint for
the normalization of the QMwave function, ÆΨ|Ψæ = 1, provides
the variational condition which the optimal QM wave function,
Ψ~, has to satisfy asZ

dR dX ½ĤjΨ~ ðr;R,XÞæ� E½Ψ~ðr;R,XÞ;R,X�jΨ~ ðr;R,XÞæ�

�expð� βE½Ψ~ ðr;R,XÞ;R,X�Þ ¼ 0 ð6Þ
The condition indicates that the optimal free energy is given with
the BO wave functions and their energies variationally deter-
mined at conformations ofR andX in the Boltzmann distribution
of the total energies, E[Ψ~(r;R,X);R,X]. A sampling procedure
that fulfills the condition is a straightforward QM/MM MD
simulation where the time evolution of the trajectory is com-
puted with the QM/MM wave function and its energy varia-
tionally determined at each step of the trajectory calculation.
Unfortunately, such a straightforward QM/MMMD simulation,
especially based on the ab initio QMmethod, is computationally
impractical for a QM/MM system with a large QM region. As
mentioned above, the largeQM size is a crucial factor for accurate
description of the QM/MM system. Furthermore, the high
computational cost limits the sampling time of the trajectory,
leading to a poor convergence of the statistical sampling for the
thermal distribution.

To reduce the sampling cost, thermal distribution of the QM
coordinates, R, is omitted, and instead, the free energy functional
is optimized with respect toR. This approximate procedure is the
so-called free energy geometry optimization.22,23 For this pur-
pose, the free energy surface, which is an explicit function of R, is
defined as

F½Ψ;R� ¼ � β�1 ln
Z

dX expð� βE½Ψðr;R,XÞ;R,X�Þ
ð7Þ

Gradients on the free energy surface are then derived as the
averaged energy gradients

∂F½Ψ~;R�
∂R

¼ ∂E½Ψ~ðr;R,XÞ;R,X�
∂R

� �
X, E½Ψ~ ðr;R,XÞ;R,X�

ð8Þ

where Æ...æX,E[Ψ~(r;R,X);R,X] indicates the thermal average over X
with its thermal distribution obtained for the energy, E[Ψ~(r;R,
X);R,X]. The procedure also requires calculations of the optimal
QM/MM energy and its forces on R and X at every MM con-
formation so that the computational cost is still very demanding.

The computational cost of the free energy geometry optimiza-
tion procedure is drastically reduced by introducing the mean
field approximation for the electronic wave function where the

explicit dependence on X is neglected, i.e.,Ψ(r;R,X)fΨMF(r;
R). The mean field free energy functional is then written as

F½ΨMF;R� ¼ E0½ΨMFðr,RÞ;R�
�β�1ln

Z
dX expð � β½EQM � MM½ΨMFðr;RÞ;R,X�

þ EMMðXÞ�Þ ð9Þ
whereE0 andEQM�MM are expectation values of the gasHamiltonian,
Ĥ0(r,R), and the QM�MM interaction, ĤQM�MM(r,R,X), respec-
tively. A Hartree�Fock equation that determines the optimal mean
fieldwave function and energy canbederivedby taking variationof the
free energy functional with respect to molecular orbitals. The Fock
operator is expressed as

f̂QM=MMðr;RÞ ¼ f̂ 0ðr;RÞ
þ Æ̂fQM � MM

ES ðr;R,XÞæX, E½ΨMFðr;RÞ;R,X� ð10Þ
where f̂ 0(r;R) is the gas Fock operator and f̂ ES

QM�MM(r;R,X) rep-
resents the ES interaction of an electron with the MM effective point
charges. The Fock term corresponding to the Hamiltonian of eq 5 is
expressed as

f̂QM � MM
ES ðr,XÞ ¼ ∑

NMM

α

Qα

jr� Xαj ð11Þ

As eq 10 indicates, the mean field treatment allows one to determine
theoptimalwave functionby solvingonlyonevariational problemwith
the averaged operator, which is much less time-consuming than QM/
MMMDsimulationswhere the variational solution has to be obtained
at everyMMconformation. However, for the standardQM�MMES
interaction operator, the treatment requires calculation of one-electron
integrals at every MM conformation, which is still computationally
demanding.We therefore introduced the charge operator, q̂A(r,R), the
expectation value of which gives an effective point charge of a QM
atom:

qAðd,RÞ ¼ ÆΨMFðr,RÞjq̂Aðr,RÞjΨMFðr,RÞær ð12Þ
where d is the one-electron density matrix. In the present study, the
RESP charge operator37 was employed for the charge operator. The
QM�MM ES interaction energy is then expressed as

EQM � MM
ES ðd;R,XÞ ¼ ∑

NQM

A
qAðd;RÞ VAðR,XÞ ð13Þ

whereVA(R,X) is the ES potential of theMMatoms on theQMatom
A andNQM is the number of atoms in the QM region. Details on the
RESP charge operator and the ES potential are found in ref 37. The
averaged Fock operator term of the ES interaction is given as30

Æ̂fQM � MM
ES ðr;R,XÞæX, E½ΨMFðr;RÞ;R,X�

¼ ∑
NQM

A
q̂Aðr;RÞÆVAðR,XÞæX, E½qðd,RÞ;R,X� ð14Þ

One can see in the equation that the ES potentials are independent of
the coordinates of electrons so that the ensemble average is taken only
with the classical variablesR andX. Hence, the ensemble average does
not include evaluation of the one-electron integrals, which drastically
reduces the computational cost.

The ensemble average in eq 14, however, still suffers from a
computational difficulty. For the ensemble average over X, a
classicalMD simulation ofX is carried with a given qA(d,R) andR
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of the QM atoms. Hence, the classical MD simulation has to be
performed at every step of SCF and geometry optimization
cycles where d and R are updated, respectively. Such frequent
MD samplings require a very demanding computational cost
since tight convergence of the ensemble for each MD sampling
needs to be imposed for stable convergence of the SCF and the
geometry optimization. In a computational scheme developed by
Yamamoto,30 a micro-iteration procedure which avoids the
frequentMD samplings is introduced. During themicro-iteration
of SCF and geometry optimization, the ensemble of X is un-
changed; even d and R are updated. Then a macro-iteration for
the update of the ensemble of X with d and R converged at the
micro-iteration is carried out in order to achieve the global
convergence. However, as seen below, the procedure may slow
the global convergence because the update of d and R does not
proceed on the proper free energy surface defined by the
functional of eq 9 at most steps of the micro-iteration.

In the QM/MM-RWFE-SCF method developed in the pre-
sent study, we have incorporated a reweighting update of the
ensemble of X employed in QM/MM-MFEP methods by Yang
and co-workers25 into the MF free energy functional formalism
by Yamamoto.30 By introducing a reference QM system with an
electronic wave function,ΨMF,ref(rref;Rref), and a geometry, Rref,
the free energy difference from the reference value, ΔF[ΨMF;R] =
F[ΨMF,R] � F[ΨMF,ref,Rref], is rewritten as

ΔF½ΨMF,ΨMF, ref ;R,Rref �
¼ E0½ΨMFðr,RÞ;R� � E0½ΨMF, ref ðrref ,Rref Þ;Rref �

� β�1 lnÆexpð� βΔEQM�MMðd, dref ;R,Rref ;XÞÞæX, E½qðdref ,Rref Þ;Rref ,X�

ð15Þ
where dref is the one electron density of the reference electronic
wave function and ΔEQM�MM(d,dref;R,Rref;X) is the QM�MM
interaction energy difference from the reference value. The
reference density and coordinates are better chosen to be similar
to the optimal ones in order to attain smaller QM�MM interaction
energydifferenceswhichprovidequicker convergenceof the statistical
sampling, although they can be arbitrary in principle. In the present
study, we adopted the ones obtained by conventional staticQM/MM
calculations for the initial values. As seen below, the reference density
and coordinates are renewed in a sequential sampling. The ensemble
average over X is taken with MD samples obtained for the reference
QM system, and thus the update of the ensemble ofX at each step of
SCF and geometry optimization cycles is not necessary.

The ensemble average of the ES potential in the Fock operator
of eq 14 is also rewritten with dref and Rref as

ÆVAðR,XÞæX, E½qðd,RÞ;R,X�
¼

Z
dX VAðR,XÞ exp½ � βðΔEQM�MMðd, dref ;R,Rref ;XÞÞ�

�

� exp½ � βðEQM�MMðdref ;Rref ;XÞ þ EMMðXÞÞ�
�

Z
dX exp½ � βðΔEQM�MMðd, dref ;R,Rref ;XÞÞ�

��

� exp½ � βðEQM�MMðdref ;Rref ;XÞ þ EMMðXÞÞ�
�

¼ ÆVAðR,XÞωðd, dref ;R,Rref ;XÞæX, E½qðdref ,Rref Þ;Rref ,X� ð16Þ

where ω(d,dref;R,Rref) is the reweighting factor:

ωðd, dref ;R,Rref ;XÞ

¼ expð� βΔEQM � MMðd, dref ;R,Rref ;XÞÞ
Æexpð� βΔEQM � MMðd, dref ;R,Rref ;XÞÞæX, E½qðdref ,Rref Þ;Rref ,X�

ð17Þ
Because of the reweighting factor, the Fock operator of the ES
interaction between the QM and MM regions depends on the
electron density, unlike conventional QM/MMmethods, so that
the matrix element is calculated at each step of the SCF cycle.
Extension of the present scheme to other variational methods
such as density functional theory (DFT) and complete active
space SCF is straightforward.

The reweighting treatment is also applied straightforwardly to
the calculation of the mean force given by eq 8. Expression of the
derivative of the RESP charge operator given by eq 12 with re-
spect to R is found in ref 37. It is noteworthy that one does not
need to carry out coupled perturbed calculations to evaluate
explicitly derivatives of linear-combination-of-atomic-orbitals
(LCAO) coefficients of the molecular orbitals with respect to
R. The molecular orbitals are determined variationally for the
free energy functional, eq 15, by solving the consistent Fock or
Kohn�Sham (KS) equation with the operator, eq 10, with eqs 14
and 16. Hence, the free energy gradient terms including deriva-
tives of the LCAO coefficients can be replaced by terms with the
orbital energies and derivatives of the overlap integrals as in
conventional energy gradient techniques. The reweighting
scheme also allows one to calculate efficiently the Hessian matrix
on the free energy surface through the finite differential method,
since the same MM conformational samples can be used for the
free energy gradient calculations of the slightly displaced QM
geometries. The efficient scheme for the calculation of the
Hessian matrix enables one to determine a transition state struc-
ture and to evaluate zero point energy and vibrational entropy.
Those calculations are now ongoing and will be reported else-
where.

As described above, the reweighting method permits one to
update the ensemble of X without reevaluating it with an MD
trajectory calculation. However, the reweighting update of the
ensemble of X is valid only if the ensemble of X covers a large
configurational space of X. Thus, for limited samples of X
obtained by an MD simulation, the changes of d and R from
their references, dref and Rref, need to stay small in SCF and
geometry optimization; if the deviation of d and R from their
references is large, only a few samples come to possess do-
minantly large reweighting factors, eq 17, because of the
exponential nature of weighting, leading to a poor ensemble
average over X. It is therefore necessary to perform the
sequential sampling25 where an MD trajectory calculation is
iteratively carried out at each end of the geometry optimiza-
tion in order to update the ensemble of X for renewed dref and
Rref until the deviations of d and R from the references stay
small in the following geometry optimization and conse-
quently a sufficiently large number of the samples come to
contribute to the average over X. Since the behavior of the
averaging with the reweighting factors depends strongly on
the sample size, careful assessment of the convergence of the
sampling is necessary.

In order to evaluate the ES interaction between the QM and
MM regions accurately and efficiently, the Ewald method was
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implemented in the QM/MM-RWFE-SCF calculation. The ES
interaction energy is expressed as

V ¼ V real þ V rec þ V corr ð18Þ
where Vrealand Vrec are interaction energies in real and reciprocal
spaces, respectively

V real ¼ ∑
n
∑
NQM

i
∑
NMM

j
q̂iqj

erfcðαjR i � Xj þ LnjÞ
jR i � Xj þ Lnj ð19Þ

V rec ¼ 4π
V ∑

G 6¼0

expð�jGj2=4α2Þ
jGj2 f∑

NQM

i
q̂i cosðG 3R iÞ WcosðGÞ

þ ∑
NQM

i
q̂i sinðG 3R iÞ WsinðGÞg

ð20Þ

WcosðGÞ ¼ ∑
NMM

j
qj cosðG 3XjÞ

WsinðGÞ ¼ ∑
NMM

j
qj sinðG 3XjÞ

ð21Þ

and Vcorr is a correction which subtracts self-interaction within
the QM�MM boundary region from the term in reciprocal
space, eq 20

V corr ¼ � ∑
NQM�MM

ði, jÞ
q̂iqj

erfðαjR i � XjjÞ
jR i � Xjj ð22Þ

NQM and NMM are the numbers of atoms in the QM and MM
regions, respectively, andNQM�MM is that of atom pairs included
in bonding interactions at the boundary between the QM and
MM regions. q̂ and q represent the RESP charge operator of the
QM atoms and the atomic charge of the MM force field,
respectively. α is the screening parameter. L indicates the box
length vector, and V is the box volume. G is the reciprocal space
vector

G ¼ 2π

kx=Lx
ky=Ly
kz=Lz

0
BB@

1
CCA ð23Þ

where kx, ky, and kz are integer numbers. Since the RESP charge
operator is used for the QM�MM ES interaction, computation
of the Ewald interaction terms is straightforward.

For computational simplicity, interaction between the QM
regions in different image cells is neglected. Because distance
between the nearest neighbor QM regions is large and alignment
of the periodic QM images is homogeneous, the QM images add
only a constant ES field with negligibly small deviation, as shown
in Figures S2 and S3 in the Supporting Information. As the
summations for the MM part, Wcos(G) and Wsin(G), do not
include the QM atom, these terms are calculated only once at the
first step of free energy optimization upon update of the MM
ensemble. We used a small screening parameter, α = 0.13149 Å�1,
and a large cutoff distance of 20 Å for the QM�MM interac-
tion in real space, eq 19, compared with those employed in MD
simulations. These parameters give a quick convergence of the
time-consuming reciprocal space summation with respect toG in

eq 20 and thus lead to drastic reduction of the overall com-
putational cost, despite a moderate increase of cost of the QM�MM
interaction in real space, eq 19, which is only proportional to the
number of atoms in the cutoff range. According to the conver-
gence behavior shown in Figure S4 in the Supporting Informa-
tion, kx, ky, and kz are set to be from�10 to +10, respectively. The
present parameters of the Ewald summation were confirmed to
give essentially the same description of the ES interaction as that
by a particle mesh Ewald (PME) method38 with default para-
meters of Amber9 program packages;39 the discrepancy of the ES
interaction energies for a conformation was evaluated to be
within 1.0 � 10�3 %.

It is noted that most of recent sophisticatedMDprograms which
execute trajectory calculations very efficiently utilize Ewald-based
techniques such as the PME method. The equivalent description
of the ES interaction in the QM/MM-RWFE-SCF calculation to
that in the MD programs permits one to employ externally the
efficient existing MD programs for the conformational sampling
of X in the QM/MM-RWFE-SCF procedure.

The protocol of free energy optimization with the QM/MM
RWFE-SCF method is summarized as follows:
(1) Initial reference coordinates, Rref, and a density matrix,

dref, of the QM region are given. In this study, results of
conventional QM/MM calculation for a cluster system
were used as the initial values.

(2) To obtain an ensemble of X, a MD simulation is per-
formed with the fixed Rref and qref, which is the RESP
charges derived from dref.

(3) The optimal wave function is calculated by the SCF
procedure with eq 10. Wcos(G) and Wsin(G) in eq 20
are calculated at the first step of SCF iteration when the
ensemble of X is updated in the sequential sampling
procedure and stored throughout a geometry optimiza-
tion cycle. At each SCF iteration step, the ensemble ofX is
updated by eq 16 as the density matrix, i.e., the QM
charges, changes and accordingly the ensemble average of
the ES potential in the Fock or KS operator of eq 14 is
reevaluated.

(4) Using the optimized wave function, the averaged force is
calculated with eq 8 and the QM geometry is updated in a
standard geometry optimization manner. The reweighted
distribution is used for the calculation of the averaged
forces of the QM/MM interaction. If the force is smaller
than a convergence criterion, the optimization procedure
goes to step 5. Otherwise, the optimization procedure
returns to step 3 after the QM geometry is updated.

(5) If the number of the effective MM samples for the re-
weighting average is not sufficient, a MD trajectory
calculation for the sequential sampling is carried out to
update the ensemble of X as discussed above. The QM re-
ference coordinates and densities, Rref and dref, are updated
with those optimized at the preceding cycle of steps 3 and
4, and then the procedure returns to step 2 to obtain a new
ensemble of X. If displacements from the reference values
upon the following two successive sequential samplings
are small and the reweighting averages are taken with
sufficient numbers of the MM samples, the optimization
procedure is finished.

As seen above, the QM/MM-RWFE-SCF geometry optimiza-
tion determines the stationary structure on the free energy
surface of a given MM ensemble obtained at the end of the
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sequential sampling. For the examination of the reaction free
energy profile, the free energy minimum structures of the states
in the reaction process such as the reactant and product are
therefore determined with different MM ensembles. Hence, the
QM/MM-RWFE-SCF calculation cannot solely evaluate the free
energy differences between the states. Nevertheless, one can
calculate the free energy differences by standard techniques such
as the free energy perturbation using the coordinates and the
charges of the QM molecule determined by the QM/MM-
RWFE-SCF geometry optimizations. The calculation of the
reaction free energy profile is now ongoing and will be reported
elsewhere.

’COMPUTATIONAL DETAIL

The initial protein structure ofα-amylase was taken from PDB
1G94.40 The structure is of the protein with a saccharide
substrate analog compound which occupies subsites �4 to +3.
We replaced the substrate analog with an amylose, which consists
of six α-glucoses in subsites�4 to +2. We determined the charge
state of acidic residues located at the active site based on a
proposed reaction mechanism of α-amylases,36 while standard
charge states were assumed for other acidic and basic residues.
Hydrogen atoms were added by the LEaPmodule of AMBER9.39

AMBER ff99 and GLYCAM04 parameter sets41 were utilized for
the protein and glucoses, respectively. For water molecules, the
TIP3P model42 was used. The protein system was immersed in a
water box of 80 Å � 100 Å � 90 Å (Figure 2) in PBC. To
neutralize the system, 16 sodium ions were put in the box. The
AMBER9 software suite39 was used for all MD simulations.
Long-range ES interactions were treated with the PME method.
Short range nonbonded interactions were cut off at 10 Å.

The QM region employed in the QM/MM calculations is
depicted in Figure 2. It consists of two glucoses at the subsites�1
and +1, the side chains of two aspartic acids, Asp174 and Asp264,
and the side chain from the Cγ atom to the end of Glu200. We
used the DFT method with the B3LYP functional for the QM
region. The 6-31G* basis set was employed, except for the
carboxyl groups of Asp and Glu, where the 6-31+G* basis set
was employed. A link atom approach was used to terminate
properly chemical bonds at the QM�MM boundaries.37 The
convergence criterion of the geometry optimization was set to
be 1.0 � 10�3 Hartree/Bohr for the largest component of the
gradient for the QM region. The QM/MM-RWFE-SCF method
was implemented in the GAMESS program package.43

In order to obtain the initial reference coordinates and elec-
tronic density, Rref and dref, conventional QM/MM calculations
based on the potential energy surface37 for a sphere cluster
system were first carried out. The initial system of the QM/MM
calculations was prepared as follows. A 500-ps equilibrium MD
simulation with the reactant substrate in a constant-NPT (300 K,
1 atm) ensemble was carried out. The sphere cluster that con-
tains all atoms at less than 40 Å from the C atom of the scissile
bond in the reactant state was taken from the last structure of the
MD simulation. Then, an equilibrium 400-ps MD simulation at
300 K was carried out for the sphere cluster system. The residues
in the regionmore than 32 Å away from the C atom of the scissile
bond were fixed in order to keep the shape of the sphere cluster.
In the last 200-ps, the temperature was lowered gradually. Finally,
an energy minimization was performed until the RMS energy
gradient was below 1.0� 10�4 kcal/mol/Å (8.4� 10�8 Hartree/
Bohr). The last structure was used as the initial reactant structure
for the QM/MM potential energy geometry optimization. The
convergence criterion of the geometry optimization for the MM
region was set to be 1.0 � 10�4 Hartree/Bohr for the RMS
gradient.We also determined the reference structures and charges of
the product state through the QM/MM potential energy geo-
metry optimization from an initial structure obtained by cleaving
the α-glycosidic bond of the reactant QM molecule. For the
sphere cluster system, no cutoff of the nonbonded interaction
was applied throughout the MD and QM/MM calculations.

MD simulations for obtaining the MM ensemble in the se-
quential sampling of the QM/MM-RWFE-SCF geometry opti-
mization were performed for the PBC system with the fixed
reference coordinates and charges of the QM region. A 3-ns
trajectory was calculated at each iteration step of the sequential
sampling, and the first 1-ns and the last 2-ns trajectories were
employed for equilibration and sampling of the MM ensemble,
respectively. The MM conformational samples were taken at
every 100 fs, and thus the MM ensemble at each step of the
sequential sampling was comprised of 20 000 configurations. For
the first step of the iteration of the sequential sampling, the MD
simulation was carried out from the initial structure where the
sphere cluster optimized by the QM/MM calculation described
above was inserted into the PBC system (a water box of 80 Å �
100 Å� 90 Å). The total number of atoms in this box is 68 533.
The firstMD simulation was performed by the SANDARmodule
under constant-NPT (1 atm, 283 K) conditions for the QM
region fixed with the SHAKE algorithm. For MD simulations
in the iteration of the sequential sampling after the first step, the
trajectories were calculated by the PMEMD module under
constant-NVT (283 K) conditions for the space fixedQM region,
which drastically accelerates the computation of the trajectory.

’RESULTS AND DISCUSSION

Long-Range ES Interaction of the QM Catalytic Site with
the Protein. It is well-known that long-range ES interaction is
important for protein systems where charge distributions are very
inhomogeneous.44 Nevertheless, because of computational diffi-
culty, sphere-shaped cluster QM/MM systems were often em-
ployed, and long-range ES interactions beyond the cluster sizes
were neglected. In order to access the importance of the long-
range ES interaction, we compared the ES potentials on the QM
sites from theMM surroundings of the cluster systemwith that of
the PBC system with the Ewald method (PBC-Ewald). Figure 3
shows differences in the ES potentials between the cluster systems

Figure 2. (a) Total simulation system of the QM/MM-RWFE-SCF
calculation. The QM region is drawn in green licorice representation.
(b) A close-up view of the QM region of the QM/MM-RWFE-SCF
calculation. The QM region is drawn in licorice representation.



328 dx.doi.org/10.1021/ct2005837 |J. Chem. Theory Comput. 2012, 8, 322–334

Journal of Chemical Theory and Computation ARTICLE

with different cutoff distances and the PBC-Ewald system. The
ES potentials for the smaller cluster systems deviate largely from
that for the PBC-Ewald system. As the sphere cluster size increases,
the ES potentials of the cluster systems converge gradually to those
of the PBC-Ewald one, and finally the difference between those
of the cluster systems with a cutoff of 50 Å and of the PBC-Ewald
system falls within(2.0 kcal/mol. This indicates clearly that the
long-range ES interaction between the QM and MM regions is
important, and the Ewald method provides an accurate descrip-
tion of the interaction.
It should be noted that, although a large cluster system with a

cutoff of 50 Å could give an accuracy of the ES interaction
comparable with the PBC-Ewald system, the MD sampling
simulation in the QM/MM-RWFE-SCF procedure for the large
cluster system is much more computationally demanding than
that for the PBC-Ewald system with the PME method; the
increase of its computational cost for the former is proportional
to N2 (N is the number of atoms treated), whereas that for the
latter is proportional to N log N. On an Intel Xeon E5450 com-
puter cluster with 32 cores, the PMEMD module with the PME
method for the PBC system executes already much faster than
the SANDER module for the sphere cluster system of 30 Å.
Furthermore, the cluster system requires a fixed or restrained
sphere shell boundary to keep its shape and thus arrests global
flexibility of the protein, which may play a role in the catalytic
reaction. The PBC-Ewald system is therefore advantageous over
the cluster system in terms of both computational accuracy and
efficiency.
Convergence Behavior of MM Conformational Distribu-

tion Sampled by MD Simulation. As described above, the
electronic wave function and the geometry of the QM region are
determined under mean fields of the MM conformational dis-
tributions sampled by MD simulations. Thus, statistical conver-
gence of the MM distribution is a crucial factor for the stable
calculation. We therefore examined carefully the convergence
behaviors of theMM distributions. In the QM/MM-RWFE-SCF
geometry optimization, convergences of the MM distributions at
two different iterations are necessary, i.e., convergence of the
geometry optimization in each iteration of the sequential sam-
pling and that of the macro-iteration of the sequential sampling.
First, we assessed the former convergence. In each step of the

sequential sampling iteration, the geometry is optimized with a

single set of the MM samples. Figure 4 indicates convergences of
free energy and root-mean-square deviation (RMSD) of the QM
geometry optimized at the first step of the sequential sampling
iteration with respect to cumulative MD sampling time for the
MM distribution. For the present system, both the free energy
and the QM geometry do not converge before 1.5 ns, which is
much longer than simulation time of other previous studies of
free energy geometry optimization,23,25,29,30 i.e., several hun-
dreds of picoseconds or less. It was found that the optimized QM
geometries with MM distributions of different cumulative MD
sampling times before 1.5 ns differ significantly from one another,
which leads to an unstable search for the geometry optimization,
whereas after 1.5 ns the geometry optimizations with different
MM distributions converge to a single QM geometry. We
therefore employed MD trajectories for 2.0 ns for each step of
the sequential sampling iteration in this study.
Second, convergence of the overall iteration of the sequential

sampling was examined. As described above, the reweighting
scheme with limited MM samples suffers from the difficulty of
poor averaging when the deviations of d and R from their reference
values become large. The difficulty can be seen in Figure 5, which
shows a histogram of the energy difference,ΔEQM�MM(d,dref;R,
Rref;X), in eqs 15 and 17 for the MM samples at the optimized
geometry in the first step of the sequential sampling iteration and
its average over the reweighted MM distribution

ÆΔEQM � MMæX, E½qðd,RÞ;R,X�

¼ ÆΔEQM � MMðd, dref ;R,Rref ;XÞ ωðd, dref ;R,Rref ;XÞæX, E½qðdref ,Rref Þ;Rref ,X�

ð24Þ

Figure 3. Comparison of ES potentials of the MM region acting on the
QM atoms obtained by the Ewald method and cutoff ones. Deviations of
ES potentials in the reactant calculated by the residue-based cutoff
methods with cutoff distances of 20, 30, 40, and 50 Å from those by the
Ewald method are shown. The cutoff distance is defined as the distance
from C(40), i.e., the C atom of the scissile bond. The QM atom index is
given in Figure S1 in the Supporting Information.

Figure 4. Convergence behaviors of the QM/MM free energy optimi-
zation with a single MM conformational distribution in the first step of
the sequential sampling iteration along its cumulative sampling time by a
MD simulation. Changes of free energy difference given by eq 15 (a) and
RMSDs from the initial structure (b) are plotted.
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The reweighted average value is far out of the distribution as one
MM conformation which exhibits a large energy difference gives
a dominantly large reweighting factor. Although the MM con-
formation is found to provide a strongly stabilizing QM�MM
interaction, the statistical averaging over the reweighted distribu-
tion represented only by the single MM conformation is no
longer valid. This ill behavior of the reweighted average is due to

limitedMM samples which fail to cover theMMdistributions for
the updated d and R during the geometry optimization. Natu-
rally, the fewer MM samples obtained by the shorter MD trajec-
tories tested above were observed to lead to ill behavior as well.
The sequential sampling which redistributes the MM samples
therefore needs to be continued until the ill behavior of the
reweighted average disappears. The high computational effi-
ciency featured in the present method is therefore a prerequisite
for obtaining sufficient MM samples that avoid the ill behavior of
the reweighting scheme.
Figure 6 depicts RMSD changes of the QM coordinates along

the sequential sampling iterations. The QM geometries undergo
changes from the initial ones as the sequential samplings proceed.
Then, the geometry optimizations converged at 30 and 7 steps of
the sequential samplings for the reactant and product states,
respectively. Since the MD trajectory at each step of the se-
quential sampling is calculated for 3 ns (1 ns for equilibration and
2 ns for the sampling of the MM distribution), the MD simula-
tions were carried out for 90 and 21 ns in total for the reactant
and the product. The reason for the very long MD simulation
time required for the convergence in the reactant state is dis-
cussed later. As seen in RMSDs from the previous optimized QM
coordinates (Figure 6b), the movements of the QM coordinates
become small in the last two steps of the sequential samplings,
indicating clear convergence behavior of the MM distribution.
Figure 7 shows the histograms of the energy difference and their

Figure 5. Histogram of the QM�MM interaction energy differences of
MM conformational samples, ΔEQM�MM(d,dref;R,Rref;X), and its re-
weighted average, eq 24, at the end of the geometry optimization cycle in
the first step of the sequential sampling.

Figure 6. Changes of the QM geometries during the sequential sam-
plings in the reactant and the product. RMSDs from the initial QM
coordinates (a) and RMSDs from the QM coordinates optimized at the
preceding steps of the sequential samplings (b) are plotted. Red and blue
lines indicate RMSDs in the reactant and the product, respectively.
Green lines indicate RMSDs of free energy geometry optimizations
without the reweighting of the MM distribution in the reactant.

Figure 7. Changes of histogram of the QM�MM interaction energy
differences of MM conformational samples, ΔEQM�MM(d,dref;R,Rref;
X), and its reweighted average, eq 24, during the sequential samplings in
the reactant (a) and the product (b). The histogram and the average are
calculated with QM coordinates and charges at the end of the geometry
optimization in each step of the sequential samplings. Histograms and
reweighted averages of the first two and the last three steps of the
sequential samplings are shown.
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averaged values at the early and final steps of the sequential
sampling iterations. For both of the reactant and product states,
the reweighted averages exhibit the ill behavior seen above before
the last two steps of the sequential samplings. On the other hand,
in the last two steps, the reweighted averages stay in well-
distributed regions of the histograms. The averaging with the
reweighted distribution therefore becomes statistically valid with
the MM distribution at the end of the sequential sampling.
Finally, the validity of the mean field approximation for the

electronic wave function is assessed with the MM distribution of
the last sampling. We compared the QM charges and the QM/
MM energy (the QM energy plus the QM�MM interaction
energy) obtained in the mean ES field to those evaluated without
the mean field approximation. The latter are obtained through a
reweighted average of the quantities which are determined by a
series of QM/MM calculations for individual MM configurations
in the distribution. For comparison, we limited the number of
MM configuration for the ensemble averages to 2000 out of
20 000 of the MM distribution since the series of QM/MM cal-
culations for the average evaluation without the mean field approx-
imation is very time-consuming. We recalculated the mean field
quantities using a QM/MM-RWFE-SCF calculation with the
small MM ensemble and confirmed that the reweighted average
of the QM�MM interaction energy differences stays in a well-
distributed region of their histogram for the small ensemble.
Figure S5 (Supporting Information) compares the QM charges

determined with and without the mean field approximation. The
mean field charges are in accord with those without the mean
field approximation. The maximum value and the standard
deviation of the error are 7.07 � 10�4 and 2.19 � 10�4,
respectively. The error of the QM/MM energy, 0.48 kcal/mol,
is also reasonably small. The mean field approximation therefore
provides a reasonable description for the complex protein system
as well as for simple solutions systems reported previously.30,45,46

Large Conformational Changes of Protein Found in the
QM/MM-RWFE-SCF Geometry Optimization. As seen above,
the QM/MM-RWFE-SCF geometry optimizations converged
after the sequential sampling with theMD simulations for 90 and
21 ns in total for the reactant and the product, respectively, which are
much longer than those in previous studies.23,25,29,30 During theMD
simulations, the protein structures around the binding site under-
went large conformational changes, as shown in Figure 8. A loop,
L1, approaches the substrate and forms interaction with it in both
of the reactant and product states in a similar fashion. Another
loop, L2, interacting with the substrate from the other side of L1
also changes its conformation in the reactant state, whereas it does
not exhibit large changes in the product state. Consequently, the L2
loop forms an extensive interactionwith glucose(+2) (the number in
parentheses is the index of the subsite) in the reactant state, which is
absent in the product structure after the geometry optimization as
well as in the initial structure of the optimization.
Figure 9 depicts the time evolution of the conformational

changes. The movement of the L1 loop almost completes within
10 ns in both the reactant and the product. On the other hand,
the L2 loop keeps fluctuating up to 60 ns in the reactant state. At
∼60 ns, a hydrogen bond between a calboxylate of Asp264 in the
QM region and a hydroxyl group of glucose(�2) in the MM one
breaks. Then, the L2 loop forms the extensive interaction with
glucose(+2) and becomes stable after breakage of the hydrogen
bond. Finally, the optimization of the QM coordinates converges
in equilibration for a few tens of nanoseconds. In the case of the
product state, the convergence is attained much earlier because
the hydrogen bond breaks at a few nanoseconds and the move-
ment of the L2 loop is smaller.
The observations above demonstrate that the present method

is capable of determining the optimal QM geometry on an

Figure 8. Conformational changes of the protein loops, L1 and L2,
adjacent to the substrate binding site observed in the free energy geo-
metry optimizations. The loops undergo large conformational transi-
tions from the initial MM structure obtained by the QM/MM potential
energy geometry optimization (blue) to the final structure of the free
energy geometry optimization (red) in the reactant (a) and the product
(b). Reweighted average structures are shown for the free energetically
optimized ones. The L1 and L2 loops correspond to regions 5 and 9,
respectively, defined in a previous paper.35 The substrates are depicted in
licorice representation, and their QM and MM regions are drawn in
colors based on the atom type and in green, respectively. Numbers, �2
to +2, are the subsite indices of the substrate.

Figure 9. Time evolution of the protein conformational changes during
the sequential samplings. RMSDs of the MM structures from the initial
ones in the reactant and the product are shown. Representative snap-
shots of the structure during the sequential sampling in the reactant are
also depicted. L1 and L2 protein loops drawn in blue and red are the
initial structure and the snapshot structures, respectively. The substrate
and Asp264 are drawn in licorice representation, and their QM andMM
regions are depicted in colors based on the atom type and in green,
respectively. A dashed line indicates a hydrogen bond between glucose-
(�2) and Asp264 drawn in thick licorice representation, which under-
goes dissociation around 60 ns.
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extensive free energy surface of theMMdistribution by following
slow conformational relaxation of the protein on a submicrose-
cond scale. In the present case, one reason for the conformational
changes at L1 and L2 in the relaxation are presumably due to a
distorted initial conformation by crystal packing of the X-ray
crystallographic model since those loops which were found to be
flexible35 are in contact with an adjacent protein in the crystal
packing. The present free energy geometry optimization method
therefore removes properly the possible large distortion of the
protein conformation that is hardly detectable by shorter MD
simulations.
Furthermore, more notably, the submicrosecondMD searches

from the similar initial protein conformations for the reactant and
the product found the remarkably different conformations of the
L2 loop depending on the catalytic reaction states in the QM
region (Figure 8), which cannot be found with an MD confor-
mational search on a less than nanoseconds scale. The observation
may imply that the present free energy geometry optimization
identified successfully the large and slow conformational change of
the protein that couples with the catalytic reaction step and thus
plays a role in the enzymatic catalysis, although further examination
is necessary for the proposal because of the possibility that those
conformations are trapped in local free energy minima.
Optimized Structures of the Catalytic Site. Figure 10 shows

comparison between the QM structures optimized by the pre-
sent method and those by a QM/MM method based on the
potential energy surface. In the reactant state, the intramolecular
distances between the substrate and three carboxyl groups in the
catalytic site, i.e., Asp174, Glu200, and Asp264, increase on the
free energy surface (see also Figure S6 in the Supporting Infor-
mation). The thermal fluctuation of the MM region taken into
account therefore relaxes the interaction for the substrate bind-
ing. Two negatively charged carboxylates among them, which repel
each other, may induce expansion of the binding pocket in thermal
fluctuation and thus enhance the relaxation of the interaction.

In the product state, the distance between the substrate and
Asp264 increases as well as in the reactant state because of the
dissociation of a hydrogen bond described above (Figure 9). On
the other hand, intermolecular distances between the groups
involved in the catalytic reaction do not undergo large changes.
As shown in Figure 10, the atoms that form the glycosidic bond in
the reactant state, i.e., O(40) and C(41) (the numbers in paren-
theses are the atom indices defined in Figure S1, Supporting
Information), keep their mutual distance of 3.18 Å in the product
state upon the free energy optimization (see also Figure S6,
Supporting Information). Moreover, the distance between the
glycosidic oxygen atom, O(40), and the O(12) atom of Glu200,
which is the proton donor for the dissociation of the glycosidic
bond, becomes even shorter than that optimized on the potential
energy surface, 2.75 Å f 2.73 Å. Their relatively short non-
bonding distances compared with those in a nonreactive condi-
tion (e.g., 3.59 Å for O 3 3 3C estimated with the LJ parameters of
Amber force field) manifest a strong electronic interaction in the
reaction core region. Note that the product state of the reaction
step considered in the present study corresponds to an inter-
mediate of the overall enzymatic reaction as mentioned above.
Thus, the reaction core region in the product state is still reactive,
and the partial bonding character for the seemingly nonbonding
interactions among those reaction core atoms remains. The
present method is therefore capable of describing such complex
electronic interactions quantum mechanically in a thermally
fluctuating environment.
ES Potential of the Catalytic Site. Figure 11 shows the ES

potential produced by theMM region acting on the QM catalytic
site, which plays a role in the enzymatic catalysis. The extensive
relaxations of the protein observed in the free energy optimiza-
tion alter the ES potential largely. Figure 11a displays differences
in the mean field ES potentials acting on the QM atoms between
the initial and final MM distributions of the sequential sampling,
i.e.,Δss�optVA =VA(final step)�VA(initial step). The initialMM
distribution was obtained for the geometry and the charges of the
QM molecules determined by the QM/MM potential energy
geometry optimization without reweighting and thus corre-
sponds to that used in an approximate scheme for estimation
of theQM/MM reaction free energy.47,48 Large negative peaks of
the ES potential differences around O(18) of Asp264 and C(50)
of glucose(�1) are due to the dissociation of a hydrogen bond of
Asp264 with a hydroxy group of the neighboring glucose(�2)
(see Figure 9). As the absolute values of the ES potential in the
QM region are positive because of a negative net charge (�2) of
the QM region, the negative differences of the ES potentials
indicate decreases of the positive ES potentials. One can also
discern large changes of the ES potentials on glucose(+1), which
originate from the large movements of loops, L1 and L2 (see
Figure 9).
Figure 11b shows differences in the mean field ES potentials

between the reactant and the product at the free energetically
optimized states, i.e.,ΔreactionVA = VA(product)� VA(reactant),
which identify important ES interactions for the catalysis. A large
decrease and increase of ES potentials on Asp174 and Glu200,
respectively, represent ES reorganizations of the protein for
changes of protonated states of those groups upon the reaction
(see Figure 1). Several large peaks resulting from ES reorganiza-
tion are also found in glucose(�1). Furthermore, increases of the
ES potential are extended over the regions of Asp264 and
glucose(+1). In order to examine the origins of the ES potential
differences, we evaluated differences in ΔreactionVA between the

Figure 10. Changes of the QM geometries obtained with the QM/MM
free energy optimizations. The left and middle panels depict the initial
QM structures determined by the QM/MM potential energy geometry
optimization and the free energetically optimizedQMones, respectively.
Distances between Asp174:O(6) and glucose:C(41) for the reactant,
glucose:O(40) and glucose:C(41) for the product, Glu200:O(12) and
glucose:O(40), and Asp264:C(17) and glucose:C(30) are shown (see
Figure S1, Supporting Information, for the atom index). The right panels
illustrate overall changes of the QM geometries. Structures drawn in
colors based on the atom type and in orange indicate the initial ones and
the final ones where the structural changes are magnified by a factor of 3
for emphasis.
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initial and final MM distributions of the sequential sampling, i.e.,
Δss�optΔreactionVA = ΔreactionVA(final step) � ΔreactionVA(initial
step), which express ES reorganization due to the conformational
changes resulting from the sequential sampling. Unlike other
regions, ΔreactionVA of Asp264 and glucose(+1) are close to
Δss�optΔreactionVA, indicating that the ES reorganization comes
from the large conformational changes of the L1 and L2 loops.
On the other hand, the large ΔreactionVA’s of Asp174 are mainly
attributed to ES reorganization in a linear response regime
because of small Δss�optΔreactionVA’s which indicate that the ES
reorganization is already present in the initial MM distribution of
the sequential sampling. It is noteworthy that large positive
Δss�optΔreactionVA’s are found for the reaction core atoms,
O(12) (13.2 kcal/mol/e) and H(13) (10.8 kcal/mol/e) of
Glu200, and the glycosidic oxygen, O(40) (8.7 kcal/mol/e),
which contribute to catalysis of the reaction by stabilization of the
developing negative partial charges on those atoms upon the
reaction. As the L2 loop is in close proximity to those reaction
core atoms, the large movement of L2 accompanied by the
reaction is responsible for the generation of the positive ES
potential differences.
Comparison with Other QM/MM Free Energy Methods.

The present QM/MM-RWFE-SCF method is based on a com-
bination of theories developed by Yamamoto30 and Yang and co-
workers.25 As demonstrated above, the highly improved compu-
tational efficiency furnished by the combination allows one to
search a QM/MM optimized structure on an unprecedentedly
extensive free energy surface. In order to clarify the significant
feature of the present method, we compare the present method
with otherQM/MMmethods for the examination of the reaction
free energy profile.
Aguilar and co-workers proposed a MM mean field QM/MM

method called ASEP/MD.28,29 In this method, the MMESmean
field is represented by point charges on grid points around the
QM region that are fitted so as to reproduce the mean field acting
on the QM region. This contraction of the MM ES mean field
reduces the computational cost for time-consuming direct sta-
tistical averaging of the ES one electron integral given by eq 11.
Theoretically, the description of the QM/MM ES mean field
interaction used in the ASEP/MD method based on a form of

eq 11 is more precise than that with the RESP operator introduced
in the present study if the mean field is accurately reproduced by
the contraction. However, the method suffers from a drawback of
inconsistency of the MM thermal distribution. In the case that
the QM-MM ES interaction is described in a one electron inte-
gral form of eq 11, one needs to compute the time-consuming
one electron integrals at each step of a MD trajectory calculation
for evaluation of the MM distribution in order to keep the
consistency of the MM distribution. The computation of one
electron integrals increases drastically the computational time of
the MD simulation and thus limits severely the sampling time. In
the ASEP/MDmethod, therefore, the QM�MM ES interaction
in the MD simulation is approximately evaluated in a classical
Coulombic form with RESP charges of the QM atoms. However,
the approximate description of the QM�MM ES interaction in
the MD simulation introduces inconsistency with that in the
QM/MM geometry optimization in the mean field of MM
distribution and in fact led to a slow convergence behavior of
the geometry optimization.29 Such a poor convergence might
make calculation of the Hessian matrix required for transition
state determination and vibrational modes difficult. Further-
more, since the reweighting scheme cannot be applied to the
contracted ES mean field, the method requires very frequent
updates of the MM distribution during the geometry optimiza-
tion, which is not suitable for protein systems with slow relaxa-
tion (see also below).
Yamamoto developed a mean field QM/MM theory, QM/

MM-FE with mean-field embedding,30 on which the mean field
ES interaction term of the Fock or KS equation, eq 14, employed
in the present study is derived. Although the sequential sampling
scheme is also utilized in the method, the MM distribution is not
changed during a QM/MM free energy geometry optimization
cycle. The iteration scheme simplifies the SCF cycle of the
electronic function; the update of the ES mean field by eqs 16
and 17 at each SCF step is not necessary. However, as mentioned
above, the unchangedMMdistribution is no longer optimal once
the electronic wave function (i.e., the charges) and the geometry
of the QM region are updated in the QM/MM free energy
geometry optimization cycle. Hence, the variational condition for
the free energy functional is not satisfied at most steps of the

Figure 11. (a) Differences in the mean field ES potentials acting on the QM atoms between the initial and final MM distributions of the sequential
sampling,Δss�optVA = VA(final step)� VA(initial step). (b) Differences in the mean field ES potentials between the reactant and the product. Red and
blue lines indicate differences in themean field ES potentials between the reactant and the product at the free energetically optimized states,ΔreactionVA =
VA(product) � VA(reactant), and differences in ΔreactionVA between the initial and final MM distributions of the sequential sampling, Δss�optΔreactionVA =
ΔreactionVA(final step) � ΔreactionVA(initial step), respectively.
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optimization cycles. The violation of the variational condition
causes an arrested minimum search on the free energy surface,
leading to slow convergence of the geometry optimization. Figure 6
depicts RMSDs of the first four optimization steps without
the reweighting scheme. The RMSD step sizes that result from
the optimization searches are considerably small compared
with those from the present method. Furthermore, the Hessian
matrix calculation by a finite differential method is more
difficult. In principle, the MM conformational samples need
to be obtained for each of the QM coordinates with small
displacements, whereas the reweighting scheme allows one
to employ the same samples throughout the calculation as
described above.
Yang and co-workers developed the QM/MM-MFEP me-

thod,24,25 where the reweighting scheme for the QM/MM free
energy optimization is introduced. Unlike the other methods
described above and the present one, an electronic wave function
variational to a free energy functional is not directly solved.
Instead, an approximate Hamiltonian function is defined with a
reference electronic wave function and its charge response kernel
(CRK)49,50 that describes linear QM charge response to the MM
ES field. Free energy geometry optimization with the sequential
sampling is performed on the free energy surface of the approx-
imate Hamiltonian. From a theoretical point of view, the method
is advantageous over the mean field approximation since the
treatment takes into account the linear response fluctuation of
the QM charges in the free energy function, although the effect of
the fluctuation of the QM charges is expected to be very minor
for the present protein system, as described above. However,
computationally, the method includes shortcomings. One is
determination of the reference electronic wave function. The
change in the ES interaction due to polarization of the QM wave
function is represented only by the linear changes of the QM
charges from values obtained for the reference electronic wave
functions. Thus, the reference electronic wave function needs to
be close to the optimal one in order to describe accurately the
QM polarization by the linear response approximation. How-
ever, no reasonable way to determine such a good reference
electronic wave function has been proposed. It is suggested that
the present mean field method would provide a good reference
wave function for the linear treatment of the QM polarization.
Another drawback is that the method is not variational with re-
spect to the electronic wave function. Hence, evaluation of the
free energy gradient requires the calculation of coupled perturbed
equations, which reduces computational efficiency. Furthermore,
MD trajectory calculations for MM conformational samplings
were very limited in the studies reported in refs 24 and 25 (approxi-
mately 100 ps for each sequential sampling). As revealed above,
however, the reweighting scheme is very sensitive to the MM
distribution and leads easily to the serious ill behavior of the
reweighted distribution for an insufficiently sampled MM dis-
tribution. Careful examination of the reweighted MM distribu-
tion as carried out in the present study is suggested when the
reweighting scheme is used.
Finally, QM/MM-MD simulations with empirical QM meth-

ods such as EVB,19 MCMM,20,21 and DFTB17,18 are mentioned.
Those empirical methods are furnished with computational
efficiency enough to carry out MD simulations for a relatively
long time with accuracy attained through parametrizations of
empirical Hamiltonians so as to reproduce energies and forces of
high-level ab initio QMorQM/MMcalculations. The directMD
simulations with QM/MM Hamiltonians allow one to sample

thermal distributions of the QM coordinates which cannot be
obtained by the QM/MM geometry optimization methods
described above. However, in general, accurate parametrizations
of the Hamiltonian become difficult for complex reactions where
the QM systems are strongly correlated with large conforma-
tional changes of the MM surroundings. It is therefore suggested
that the present method is suitably employed to obtain the
reference energies and geometries for the parametrization be-
cause the method provides more accurate descriptions of elec-
tronic wave function, geometry, and normal modes at the special
states of reaction than conventionally used ones, i.e., gas phase
QM methods or QM/MM ones based on potential energy
surfaces.

’CONCLUSION

We developed a QM/MM free energy optimization method
by combining a mean field QM/MM theory30 with a reweighting
technique for the MM ensemble averaging.25 This QM/MM-
RWFE-SCF method features applicability for enzymatic reac-
tions that involve extensive, heterogeneous, and slow thermal
relaxation of the protein. Its high efficiency of computational
scheme and precise description for long-range ES interaction
using the Ewald summation technique enable one to explore an
enzymatic reaction on an extensive free energy surface of the
protein conformation. We demonstrated free energy geometry
optimizations of the reactive substrate following global and non-
linear protein conformational changes of the α-amylase protein
on a time scale reaching the submicrosecond level. The free
energy geometry optimizations revealed that a loop adjacent to
the catalytic site forms in significantly different conformations in
the reactant and the product, respectively, and produces a cata-
lytic ES field for the enzymatic reaction. The method now opens
the way for theoretical examination of a proposal on enzymatic
catalysis by slow protein dynamics, which was under debate
recently.51,52
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ABSTRACT: Folded RNAmolecules are shaped by an astonishing variety of highly conserved noncanonical molecular interactions
and backbone topologies. The dinucleotide platform is a widespread recurrent RNAmodular building submotif formed by the side-
by-side pairing of bases from two consecutive nucleotides within a single strand, with highly specific sequence preferences. This
unique arrangement of bases is cemented by an intricate network of noncanonical hydrogen bonds and facilitated by a distinctive
backbone topology. The present study investigates the gas-phase intrinsic stabilities of the three most common RNA dinucleo-
tide platforms—50-GpU-30, ApA, and UpC—via state-of-the-art quantum-chemical (QM) techniques. The mean stability of
base�base interactions decreases with sequence in the order GpU > ApA > UpC. Bader’s atoms-in-molecules analysis reveals that
the N2(G) 3 3 3O4(U) hydrogen bond of the GpU platform is stronger than the corresponding hydrogen bonds in the other two
platforms. The mixed-pucker sugar�phosphate backbone conformation found in most GpU platforms, in which the 50-ribose sugar
(G) is in the C20-endo form and the 30-sugar (U) in the C30-endo form, is intrinsically more stable than the standard A-RNA
backbone arrangement, partially as a result of a favorable O20 3 3 3O2P intraplatform interaction. Our results thus validate the
hypothesis of Lu et al. (Lu, X.-J.; et al. Nucleic Acids Res. 2010, 38, 4868�4876) that the superior stability of GpU platforms is
partially mediated by the strong O20 3 3 3O2P hydrogen bond. In contrast, ApA and especially UpC platform-compatible backbone
conformations are rather diverse and do not display any characteristic structural features. The average stabilities of ApA and UpC
derived backbone conformers are also lower than those of GpU platforms. Thus, the observed structural and evolutionary patterns of
the dinucleotide platforms can be accounted for, to a large extent, by their intrinsic properties, as described by modern QM
calculations. In contrast, we show that the dinucleotide platform is not properly described in the course of atomistic explicit-solvent
simulations. Our work also gives methodological insights into QM calculations of experimental RNA backbone geometries. Such
calculations are inherently complicated by rather large data and refinement uncertainties in the available RNA experimental
structures, which often preclude reliable energy computations.

’ INTRODUCTION

Nucleic acids (NA) are polymeric biomacromolecules that
play vital roles in cellular life. The primary and most essential
function of 20-deoxyribonucleic acid (DNA) is to preserve the
genetic information in the cell. Conversely the pool of functions
for which ribonucleic acid (RNA) is accountable is much larger
and still not exhaustively explored and fully comprehended.
While less than 2% of the human genomic DNA directly encodes
protein sequences, over 80% of the genome is actually tran-
scribed into RNA. Thus, the vast majority of the genome encodes
nonprotein coding RNAs (ncRNAs) with numerous known as
well as hitherto unknown functions.

The ability of RNA molecules to execute miscellaneous
tasks has its origin in the tremendous variability of complexly
organized structures, which are made possible by the 20-hydroxyl

group attached to the C20 atom of the sugar moiety (Figure 1).
The easily accessible 20-hydroxyl group features a hydrogen bond
(H bond) with both acceptor and donor capabilities, which allow
it to interact and stabilize complex tertiary structures and
modular motifs indispensable to RNA organization and inher-
ently inaccessible to DNA. The 20-hydroxyl group also represents
one of the crucial components of the so-called sugar edge of a
ribonucleotide. RNAmolecules create a wide variety of base pairs
by systematically combining the three edges of the constituent
ribonucleotides, i.e., the sugar edge, theWatson�Crick edge, and
the Hoogsteen edge.1�3 Such interactions define the shape and
conservation patterns of folded, nonhelical regions of RNA.4
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The complexity of RNA interactions, however, is even greater
than that suggested by the combination of three nucleotide edges
used in standard RNA base-pairing classifications.1�4 For exam-
ple, many base�base, base�sugar, and sugar�sugar H bonds
occur in concert with highly conserved base�phosphate H
bonds, a classification of which has been proposed by combining
RNA structural bioinformatics and QM approaches.5,6 The
preference of the 20-hydroxyl group for particular H-bond
acceptors—such as the phosphodiester bridging oxygens
(O30(n) and O50(n + 1), where “n” denotes the residue number
in the 50 f 30 direction of the RNA chain), the anionic phosphate
oxygens (O1P andO2P of the (n+ 1)-th residue), or the adjacent
sugar ring oxygen (O40(n + 1))—is strongly modulated by the
sugar�phosphate backbone conformation and vice versa. Thus,
the 20-hydroxyl group affects the conformation of both the
backbone and the sugar ring. This coupling of structural variables
makes description of the RNA sugar�phosphate backbone
potential energy surface a more challenging task than that of
double-helical DNA. Whereas QM studies of base stacking and
base pairing are relatively easy and thus abundant in the
literature, including investigations specifically devoted to RNA
interactions,7�17 there are rather few QM studies that deal with
the stabilizing features and basic conformational properties of the
sugar�phosphate backbone.18�30 Moreover, most of the pub-
lished studies deal with the DNA backbone, partially because
the 20-OH of ribose complicates QM computations; i.e., the
hydroxyl group tends to form spurious biochemically irrelevant
H bonds in model computations. At the same time, QM studies
of the NA backbone are needed, since adequate description of
the sugar�phosphate backbone is a notorious weakness of mol-
ecular simulation force fields. Subtle imbalances in the descrip-
tion of the nucleic acid backbone can lead to the entire de-
gradation of simulated nucleic acid systems.30�32 In addition,
description of the backbone is challenging experimentally. For
example, the sugar atoms are much less visible than the nucleo-
bases and phosphates in crystallographically derived electron
densities. Inherent flexibility of the backbone often precludes
unambiguous refinement of the nucleotide conformation from
such data.

An understanding of the principles of RNA folding is essential
to resolution of the mechanisms that underlie the multitude of
functions that RNA molecules execute. RNA structures often
assemble in a modular fashion and make use of evolutionarily
conserved sequences and three-dimensional (3D) patterns to

perform various tasks. Therefore, knowledge of the stabilities
of the structural modules provides a rationale for their evolu-
tionary conservation and may elucidate why selected nucleo-
tides at the primary informational level are critical for module
performance.

The present paper investigates one of the most interesting
RNA 3D structural submotifs known as a dinucleotide platform.
By submotif, we mean a characteristic noncanonical RNA 3D
element that does not fold independently and that requires
auxiliary structural elements to form an autonomous 3D building
block. The intrastrand dinucleotide platforms are modules form-
ed by two adjacent nucleotides 50-XpY-30 with side-by-side XY
paired nucleobases. In other words, the unique backbone topol-
ogy of the dinucleotide platform places the two consecutive bases
in a common plane (Figure 2). Examples of dinucleotide plat-
forms have been experimentally identified in a variety of atomic-
resolution structures, including (i) GpU platforms in the

Figure 1. The sugar moieties of DNA (20-deoxyribose, left) and RNA
(ribose, right). The 20-hydroxyl group of ribose is a powerful donor and
acceptor of hydrogen bonds. The illustrated puckering of the sugar rings
corresponds to the forms that prevail in B-DNA (C20-endo, left) and
A-RNA (C30-endo, right) structures. Oxygen is depicted in red, carbon
in gray, and nitrogen in blue. The “NB” label denotes the nitrogen atom,
either N9 (purine) or N1 (pyrimidine), via which the nucleobase is
linked to the anomeric C10 atom of the sugar. Hydrogens are omitted for
the sake of clarity.

Figure 2. Twoviews of a dinucleotide platform submotif (here 50-GpU-30).
The blue slabs depict the planes of the adjacent nucleobases. The
approximate coplanarity of the bases is a distinctive feature of all dinu-
cleotide platforms. The green solid lines denote the interbase side-
by-side pairing, and the green dashed green dashed line symbolizes the
O20 3 3 3O2P H bond typical of GpU.33

Figure 3. Image of the sarcin/ricin domain in the ultra-high-resolution
(1.00 Å) structure of Escherichia coli 23S rRNA36 (PDB ID: 3dvz). The
highly conserved asymmetric GpUpA/GpA miniduplex is depicted
at the atomic level using a stick representation. Left, view along the
helical axis of the duplex; right, side view. The GpU dinucleotide platform
(G2655pU2656) is colored in red, and its two key N2(G) 3 3 3O4(U)
and O20(G) 3 3 3O2P(U) H bonds are depicted by green dashed lines.
For the sake of clarity, the remainder of the domain is represented by a
backbone trace, and numerous other H bonds stabilizing the GpUpA/
GpA miniduplex are not depicted (see Figure 2 of ref 33 for details).
Among them, interactions of A2665 (green) from the opposite strand
with the GpU platform (red) form a characteristic in-plane nucleobase
triad. The GpU 3 3 3A2665 in-plane arrangement is stabilized by U 3 3 3A
interbase H-bonding (trans Watson�Crick/Hoogsteen pattern1,2) and
G 3 3 3A base�phosphate interaction (4BPh class,5 see below). Note that
the G2655 base of the GpU platform is bulged out of the noncanonical
RNA double helix. The remaining two bases, G2664 (blue) and A2657
(magenta), form a sheared GA base pair that stacks on the triad and
completes the miniduplex motif.



337 dx.doi.org/10.1021/ct200712b |J. Chem. Theory Comput. 2012, 8, 335–347

Journal of Chemical Theory and Computation ARTICLE

complex of a small fragment of Escherichia coli 23S rRNAwith the
ribosomal L11 protein,34 the sarcin/ricin domain of the large
ribosomal subunit (Figure 3),35,36 the hammerhead ribozyme,37

and other parts of the large ribosomal subunit;38 (ii) ApA
platforms in the P4�P6 domain of a group I intron39 and the
large ribosomal subunit;38 and (iii) UpC platforms in the
genomic ribozyme precursor of the hepatitis delta virus40 and
the cysteinyl�tRNA synthetase binary complex with tRNACys,41

etc. The resolution of the experimental structures ranges be-
tween 0.97 and 2.40 Å. Note that the majority of the listed experi-
mental structures were determined at a resolution poorer than 1.5 Å.
Despite being satisfactory for many purposes, such resolution does
not guarantee unambiguous determination of the fine structural
details of the sugar�phosphate backbone. QM computations are
highly sensitive to any such uncertainties in the conformations of
individual platforms.

The GpU platforms constitute over half of the identified
dinucleotide platforms.33 Analysis of the experimental geomet-
ries strongly suggests that their widespread presencemay reflect a
favorable interaction between the 20-hydroxyl group of the
50-residue (G) and the anionic phosphate group oxygen (O2P)
of the following 30-nucleotide (U) (cf. Figure 2). The apparent
intrinsic stability of the GpU platform correlates with the highly
conserved and naturally stiff sugar�phosphate backbone confor-
mation,33 which enables formation of the O20 3 3 3O2P H-bond.

Our aim is to gain a better understanding of the clear pre-
valence of the GpU platform compared to the ApA and UpC
platforms (the second and third most frequent platforms) in
known high-resolution structures by means of modern QM
calculations. More specifically, we want to determine whether
the frequency of occurrence of the different dinucleotide plat-
forms stems from their intrinsic stabilities and electronic struc-
tures. Indeed, we show that the GpU platform is intrinsically
more stable than the ApA and UpC analogs and that this stability
is captured by advanced electronic structure computations even
in a small model system in the gas phase. The predominance of
the GpU and ApA platforms in RNA molecules is clear-cut.33

The frequency of occurrence of the third most frequent platform
(UpC), however, does not differ noticeably from that of ApC,
CpA, and GpG (see Table 1 of ref 33). As we are primarily
interested in platform stabilization characteristics rather than
stability assessments of each possible platform type, we restrict
the present calculations to only one of the less frequent plat-
forms, UpC. The number of examples of UpC platforms in
better-resolved structures also exceeds the numbers for the
excluded platforms (see below). As shown below, even for the
UpC platform, the available experimental structural data pre-
clude reliable QM analysis (see Results and Discussion).

’MODEL SYSTEMS

The different atomic compositions of the various dinucleotide
platforms rule out direct comparison of their stabilities in terms
of the total electronic energies. Thus, we divide the dinucleotide
platform into two parts: the common sugar�phosphate back-
bone fragment, which can be easily compared for all studied
dinucleotides, and the adjacent nucleobases alone. The stabiliza-
tion contribution due to interbase interaction is estimated via a
standard interaction energy computation. Note that, unlike the
electronic energy, the interaction energy is a size-independent
quantity and thus well suited for comparison of base 3 3 3 base
stabilization contributions. Hence, it is possible to compare the

interaction energies of base pairs of arbitrary atomic composi-
tions directly. It, however, should be stressed that this partition
neglects the potential coupling effects between the two parts of
the dinucleotide. In particular, the ApA platform might be
stabilized via the O20 3 3 3N7(n + 1) interaction, which is lost
upon division of the system into subsystems.

The selection of dinucleotide platforms is based on a non-
redundant data set of experimentally determined structures of
2.5 Å or better resolution characterized using the 3DNA software
package42,43 (see the Supporting Information for ref 33, Table S2).
The set contains a total of 72 dinucleotide platforms, including
43 50-GpU-30, 15 ApA, 6 UpC, 2 ApC, and 2 CpA platforms, but
only single occurrences of CpC, GpA, GpG, and UpA platforms.
Of the 43 listed GpU platforms we have selected all (12)
platforms resolved at 1.9 Å or better resolution and 17 random
platforms from the remaining examples. We have further supple-
mented the GpU set with three additional platforms, not
included in the above data set, from recent ultra-high-resolution
structures of the sarcin/ricin domain from Escherichia coli 23S
rRNA36 (PDB IDs: 3dvz, 3dw4, and 3dw6), corresponding to a
total of 32 (12 + 17 + 3) GpU platforms. We also analyzed all but
one of the ApA platforms, which is a DNA dinucleotide platform,
and five of the six UpC platforms. Although some of the 43
detectedGpU platforms were not taken into account, particularly
the less well-resolved ones, the principal limitation of the current
study is the deficiency in the number of ApA and UpC structures.
Therefore, the somewhat arbitrary selection of the 17 poorer
resolution GpU platforms has no effect on the conclusions of
this study.

The initial geometries of the GpU, ApA, and UpC intrastrand
dinucleotide platforms were extracted from the relevant dinucleo-
tide steps in known X-ray structures (Supporting Information,
Table S1) and subsequently subjected to a manual two-step
chemical modification. First, the chain was terminated with
methyl groups, and the appropriate atoms were saturated with
hydrogens. Specifically, the phosphate group of the nth residue
was replaced with a methoxy group (�O�CH3), and the O30 of
the (n + 1)th nucleotide was capped with a methyl group
(�CH3). The presence of the methyl groups, rather than hydro-
gen atoms, at the ends of the backbone chain normally precludes
the formation of spurious intramolecular H bonds that may bias
the energetics. The 20-hydroxyl groups of both β-D-ribose groups
were initially oriented so that the C30�C20�O20�H20 dihedral
angle was equal to 0�, and the CMet�O50/O30 bond length of
both 50 and 30 ends was set to 1.4 Å. Our unpublished data show
that this arbitrary initial orientation guarantees the most energe-
tically favorable orientation after gradient optimization. The initial

Figure 4. Model systems used to treat platform energetics: (left) full
dinucleotide platform (here 50-GpU-30); (center) rSPSOM; (right)
base-to-base (here GU). Phosphorus is depicted in orange, oxygen in
red, nitrogen in blue, and carbon in gray. Hydrogens are omitted for the
sake of clarity. The 50 f 30 progression of the RNA chain is from left
to right.
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values of the C�H,N�H, andO�Hdistances were set to 1.09 Å,
1.00 Å, and 1.00 Å, respectively.

Figure 4 shows the three model systems used in the present
study. The left image shows the full dinucleotide platform model
with methyl-capped ends, while the center image shows a model
system, abbreviated as rSPSOM (ribonucleic version of the
Sugar�Phosphate�Sugar model with capping -O-Methyl
groups), that mimics the backbone segment of the dinucleotide.
The rSPSOM model originates from the SPSOM model system,
which has been extensively used to study theDNA backbone.18,19

The right-most model captures the base 3 3 3 base interaction that
is missing from the rSPSOM representation but found in the full
dinucleotide model.

The rSPSOMmodel system (Figure 4, center) has been used to
study the intrinsic stability of the platform backbone. The starting
structure of the sugar�phosphate fragment in the reduced backbone
model is identical to that in the full starting dinucleotide. The starting
structures for the base-pair calculations were taken from optimized
(i.e., partially relaxed, see below) dinucleotide model geometries.

We have studied two sets of structures: (i) structures taken
directly from experiments and (ii) structures based on the
idealized backbone conformations44 of those backbone families
occurring in the dinucleotide platforms. We utilized the

Suitename 0.3 (categorization) Kinemage and Dangle 0.63
(backbone torsion angle determination) software to group the
extracted rSPSOMs of the dinucleotide platforms into known
conformational categories—see http://kinamage.biochem.duke.
edu.44 Although the conformations of some of the backbone
units could not be assigned (13 instances), the majority of
structures fell into one of four known categories (out of 46)
labeled herein using Roman numerals I�IV: one with the
homogeneous C30-endo sugar puckering and gauche�,gauche�

phosphodiester conformation typical of A RNA (I, one instance),
two with mixed C20-endo/C30-endo sugar puckering and con-
comitant rearrangement of the phosphodiester linkage to a trans,
gauche� state (categories II and III with 24 and 6 instances,
respectively), and the last with the same mixed puckering and an
all-trans phosphodiester arrangement (IV, 7 instances). Note that
each of the four I�IV categories coincides with a respective RNA
backbone family determined in a clustering analysis performed by
Richardson et al., see ref 44 and Table 1. The computations on the
idealized structures are based on these four groupings, i.e., generated
from the average backbone torsions listed in Table 1. Since the
conformational groupings are based on a sugar-to-sugar unit
(defined by the 50 f 30 sequence of torsions starting with δ for
the first nucleotide and terminating with δ for the last), the γ torsion
of the first nucleotide in the rSPSOM model was taken from an
appropriate experimental structure (Table 1). The commonly used
nomenclature of the six sugar�phosphate backbone torsion angles
(labeled as α, β, γ, δ, ε, and ζ) and the glycosidic torsion (χ)
describing the relative orientation of a nucleobase with respect to the
attached sugar ring is given in Figure 5.

The torsion angles of the canonical A-RNA structure used in
this paper differ slightly, at most by 2� (Table 1), from those of
the reference state of the same name used in the backbone
classification software; i.e., we use the older data of Schneider
et al.,45 which have no effect on the energetics. In view of the
periodicity of the A-RNA conformational substate, the γ torsion
of the first nucleotide was set to that of the second nucleotide
(54�). The values of the quasi-β torsion at the 50 end (the quasi
prefix indicates that the actual β torsion, defined as P�O50�
C50�C40, differs from the quasi-β, where the phosphate group is
replaced by amethoxy group) and the quasi-ε + 1 torsion at the 30
end were similarly adjusted to coincide with the β and ε + 1
dihedrals in the sugar-to-sugar unit. The main reason why we
need to define the quasi torsions is the minimization protocol

Table 1. Comparison of the RNA Sugar-Phosphate Backbone Torsion Angles (Degrees) of the Four Idealized Conformational
Categories Found in Dinucleotide Platform Structures with Those in Standard A-RNA Stepsa

average sugar�phosphate torsion anglesb

conformational classc labeld γe δ ε ζ α + 1 β + 1 γ + 1 δ + 1

I &a 56 82 �169 �95 �64 �178 51 82

II #a 164 148 �168 146 �71 151 42 85

III 0a 53 149 �137 139 �75 158 48 84

IV 4g 48 148 �103 165 �155 165 49 83

A-RNA 1a 54 80 �150 �73 �65 173 54 80
a For the backbone torsion angles nomenclature, see Figure 5. bAverage backbone torsions found by Richardson et al. (categories I�IV) and Schneider
et al. (A-RNA). For more details see refs 44 and 45. cConformational classes based on distinguishing torsional features of the sugar�phosphate�sugar
unit: I, A-like homogeneous C30-endo puckered sugars, gauche�,gauche� phosphodiester; II and III, mixed C20-endo/C30-endo puckering, trans,gauche�

phosphodiester; IV, mixed C20-endo/C30-endo puckering, trans,trans phosphodiester. dRespective RNA family labels according to the Richardson et al.
nomenclature.44 e γ values for classes I�IV taken respectively from appropriate experimental examples (PDB ID/Nucleotide/Chain): 1hq1/163/B;46

1s72/1371,47 1s72/265,47 and 1hr2/226/A.48 The idealized A-RNA structure is periodic, and thus γ is identical to γ+1.

Figure 5. Standard labeling of the sugar�phosphate backbone (α�ζ)
and glycosidic (χ) torsion angles of a dinucleotide unit (50-GpU-30).
The “+1” next to a Greek letter denotes a respective backbone torsion
of the succeeding nucleotide in the 50 f 30 direction (from left to right in
this figure).
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issue discussed to more depth in the Supporting Information in
the paragraph on A-RNA optimization constraints.

Different sequences presumably place distinct restrictions on
the sugar�phosphate backbone geometry in order to form a
platform structure in which adjacent bases interact via side-by-
side hydrogen bonding. Hence, in additional calculations, we
combined the three studied base sequences (GU, AA, UC) with
the four identified conformational classes (I�IV), in order to
find compatible combinations capable of forming a platform
submotif. The fusion was performed by attachment of the
selected nucleobases to the C10 atoms of the sugar residues of
the idealized optimized rSPSOM model system for each con-
formational type. The two glycosidic torsions, i.e., χ and χ + 1,
were adjusted manually so that the resulting dinucleotide re-
sembled a platform-like geometry. The arranged dinucleotide
system was then subjected to a constrained geometry optimiza-
tion with backbone torsions kept frozen at the initial values, i.e., at
the respective class averages listed in Table 1. The compatibility
of the base composition and backbone family to form a dinucleo-
tide platform was assessed visually.

’COMPUTATIONAL METHODS

The geometries of the dinucleotide and rSPSOM model
systems were preoptimized with constrained backbone torsions
using the hybridmeta-GGAMinnesotaM06 functional49 and the
6-31+G(d,p) basis set. The systems were then reoptimized with
all previously applied backbone constraints at a higher level using
the dispersion-corrected DFT-D approach. We used the meta-
GGA TPSS functional50 with an entirely local exchange-correla-
tion description augmented with Jure�cka’s empirical dispersion
B-0.96-27 type term (the abbreviation TPSS-D thus marks a
particular form of DFT-D method)51 and combined with the
6-311++G(3df,3pd) set of atomic orbitals, hereafter labeled LP
(according to the “Large Pople’s basis set”). As we have
previously shown,18 to keep the systems in biologically mean-
ingful conformations, we had to fix the backbone torsions at their
experimentally determined values via application of constraints
on all of the backbone dihedrals (from γ up to δ + 1 following the
50 f 30 direction). The same set of angles as listed in Table 1 was
constrained for experimental as well as idealized structures. In the
case of dinucleotide platforms, the two additional glycosidic
angles (Figure 5), χ and χ + 1, were constrained at their initial
values as well. Some additional constraints on the quasi-torsions
were applied in relaxation of canonical A-RNA structure. As these
calculations are not essential for our study, the A-RNA con-
straints are described in the Supporting Information.

The TPSS-D/LP gradients were calculated with Turbomole
5.1052 using the resolution of identity (RI) approximation.53�55

The empirical dispersion corrections were obtained with an in-
house Fortran code and then added to the pure DFT energy
upon the gradient calculation run. To take advantage of the
efficient and robust optimization algorithms of the Gaussian 03
software package56 and the superior scalability of the Turbomole
code, we developed a scheme whereby the electronic energy
gradients calculated by Turbomole are passed to Gaussian 03 to
execute the energetically downhill geometry alteration. The
modified geometry is then passed back to Turbomole and serves
as a new input structure for the next cycle. This iterative pro-
cedure repeats until convergence criteria imposed on the energy
and the density matrix are met.

The single-point energies of the rSPSOMmodel systems were
calculated at the RI-MP2/aug-cc-pVDZ and aug-cc-pVTZ57,58

levels of theory. We also estimated the energies at the complete
basis set limit (RI-MP2/CBS) according to the Halkier et al.
extrapolation scheme.59,60 The extrapolation to CBS effectively
eliminates intramolecular basis set superposition (BSSE) and
incompleteness (BSIE) errors, both of which bias the results. Our
preceding experience indicates that the aug-cc-pVDZf aug-cc-
pVTZ (DfT) based extrapolation provides results that more
likely approach the MP2/aug-cc-pVQZ level rather than true
MP2/CBS behavior. Thus, some residual BSSE/BSIE errors are
likely to remain.51 As shown elsewhere, CCSD(T) corrections
are not necessary for the backbone computations.18 The extra-
polated Hartree�Fock (HF) and the MP2 correlation contribu-
tions are evaluated as follows:

EHFX ¼ EHFCBS þ A expð � λXÞECorrX ¼ ECorrCBS þ BX�3

where X is the cardinal angular momentum quantum number of
the respective basis set (X = 2 for aug-cc-pVDZ, X = 3 for aug-cc-
pVTZ, etc.) and parameter λ = 1.43, the value of which is
optimized for the DfT variant of extrapolation. The system-
unique coefficients A andB alongwithECBS

Corr andECBS
HF , the correla-

tion and the HF components of the total electronic energy
extrapolated to CBS, respectively, need to be determined via
solving listed equations, linear in all unknowns. EX

Corr and EX
HF

terms representing the same components obtained using the aug-
cc-pVXZ set of basis functions need to be inserted in the given
equations.

The geometries of the methyl groups, which were added to the
N1/N9 atoms of nucleobases after their detachment from the
TPSS-D/LP optimized dinucleotides, were relaxed using the M06
functional along with the 6-31+G(d,p) basis set. The interaction
energies of the base pairs (see Figure 4, base-to-base model) were
calculated at the MP2 level of theory with a sufficiently large aug-
cc-pVDZ basis set and the density fitting approximation
(DF).61 We did not employ CCSD(T) to include higher order
correlation effects, as they are rather insignificant for H-bonded
base pairs.62,63 The BSSE-corrected interaction energy of a base
pair (ΔEM 3 3 3N) between two interacting nucleobases M andN is
defined as

ΔE
M 3 3 3N
BSSE ¼ EMN � ðEMBSSE þ ENBSSEÞ

where EMN stands for the electronic energy of the supersystem
and EBSSE

M and EBSSE
N are the BSSE-free electronic energies of the

isolated subsystems obtained using the standard counterpoise
procedure.64 Since we expect the monomer deformation con-
tributions to the interaction energies to be uniform throughout
the base-pair set and since we are interested in relative energies
rather than absolute values, the deformation of the monomers
was neglected. The interaction energy calculations were carried
out with the Molpro 2006.1 package.65

Wave functions of the five idealized rSPSOMs (Table 1) were
investigated with an atoms-in-molecules (AIM) analysis66�68 to
reveal and compare the stabilizing effect of the conformationally
specific 20-hydroxyl H bond. Wave functions of selected base
pairs were also subjected to AIM analysis with the intent to
compare the strength of the interbase H bonds. AIM analyzes the
local electron density curvatures and finds critical points (CPs),
which can provide information on the intramolecular H-bond
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network. Note that the main motive for why we utilized the AIM
analysis was only to reveal CPs, which give evidence of the intra-
(rSPSOMs) and intermolecular (base 3 3 3 base) interactions. Thus,
the existence of a CP between X�H and Y atoms (X/Y =O, N, C)
gave us proof of the X�H 3 3 3Y H bond, while its local character-
istics, the electron density (F) and its Laplacian (r2F), measure
nontrivially the strength of a given interaction. The topologies of
the charge densities were computed using the converged TPSS/LP
wave functions (note that the dispersion correction does not affect
the wave function). The Cartesian 6d and 10f basis functions were
substituted for the standard 5d and 7f functions, as recommended
for the AIMPAC code.69,70

The origin of initial structures as well as a summarized
sequence of computations is symbolically depicted in Figure 6.

’NOTATION

The individual structures are labeled as XY-z-N, where XY
represents the adjacent nucleobases of the given platform (GU,
AA, or UC) in the 50 f 30 direction, z stands for the respective
PDB accession code, and N denotes the assigned structure
number (for example, the 10 different GpU platforms identified
in the large ribosomal subunit ofHaloarcula morismortui, PBD ID
1jj2, are labeled as GU-1jj2-1 up to GU-1jj2-10). Generally, the
platforms and the corresponding rSPSOM fragments are referred
to as XpY, whereas the base-to-base model systems are simply
labeled as XY (Figure 4). The complete list of structures con-
sidered in the current work, together with their backbone torsion

angles, is available in the Supporting Information, Tables S1
and S2.

’RESULTS AND DISCUSSION

Base-to-Base Contribution.The base-to-base model systems
(Figure 4, right) were constructed as described under Model
Systems. The bases associate via a cis sugar/Hoogsteen edge
interaction pattern,1,2 in which the 50-nucleoside exposes its
sugar edge whereas the 30-residue exploits the Hoogsteen edge.
The interaction energies of the platform-derived GU base pairs

range between�6.1 kcal mol�1 (GU-1u8d-1) and�8.9 kcal mol�1

(GU-2qus-1), with a mean value/standard deviation of �8.0 (
0.5 kcal mol�1 (Figure 7; histogram shown in black). The
stability of the H-bonded GU base pairs is ensured by a

Figure 6. A symbolic flowchart describing the complete sequence of
computations. The numbered steps, denoted by arrows, are as follows:
(1) extraction of model systems (numerals in parentheses in the second
row of boxes denote the number of systems); (2) M06/6-31+G(d,p)
and subsequent TPSS-D/LP constrained geometrical optimizations;
(3) calculation of RI-MP2/CBS single-point energies; (4) removal of
the sugar�phosphate backbone segment followed by attachment of
terminal methyl groups to N1/N9 of pyrimidines/purines; (5) relaxa-
tion of methyl groups at the M06/6-31+G(d,p) level of theory; (6)
location of H-bonds via AIM analysis; (7) evaluation of DF-MP2/aug-
cc-pVDZ base 3 3 3 base interaction energies; (8) manual attachment of
nucleobases to optimized idealized rSPSOMs and inspection of mutual
compatibility to form a dinucleotide platform submotif; and (9) assign-
ment of backbone conformational class. The experimental structures out
of which idealized rSPSOMs were derived are listed in the footnote of
Table 1.

Figure 7. Distribution of the DF-MP2/aug-cc-pVDZ interaction en-
ergies of the GU (black), AA (red), and UC (blue) base pairs. The
interaction energy axis is partitioned into seven bins of 1.0 kcal mol�1

width. The solid curves, shown in the same colors, are the corresponding
standard Gaussian normal distributions computed from the interaction
energy data and thus with an infinitesimal bin width. Note that the AA
interaction energies would be further reduced (in absolute value) by
∼1 kcal mol�1 if the artificial C9Met(A) 3 3 3N7(A) interactions were
excluded. Since most of the experimental structures were determined at
low atomic resolution, the energy variability primarily reflects the error
of the experiments.

Figure 8. Sample structures of GU, AA, and UC intrastrand base pairs
interacting via H bonds. The green solid lines depict the main stabilizing
interactions. The weak C�H 3 3 3O/N contacts revealed by AIM analysis
are indicated by red dashed lines. Note that the C9Met(A) 3 3 3N7(A)
interaction of the AA base pair is artificial (see the text). The hydrogen
atoms and identified critical points (CP) have been omitted for the sake
of simplicity. H bonds are depicted in a standard way, i.e., using a solid or
dotted line linking the respective heavy atoms (C/O/N) without regard
to the precise location of the particular CP. Note that the givenCP does not
need to match the geometrical line connecting the heavy atoms. More
precisely, it does not even need to lie on the line connecting the H and
acceptor atom nuclei. For complete molecular graphs of GU/AA/UC base
pairs with all critical points, see the Supporting Information.
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strong N2(G) 3 3 3O4(U) H bond, which is more stabilizing than
the equivalent N3(A) 3 3 3N6(A) andO2(U) 3 3 3N4(C)H bonds
of the respective AA and UC base pairs (see the AIM results
below). In addition, a second rather marginal H bond forms
between N3(G) and C5(U) (Figure 8). Nevertheless, the
N3(G) 3 3 3C5(U) interaction is not an artifact of the selectedmodel
and might, at least slightly, contribute to base-pair stabilization.
Two intermolecular critical points, each giving evidence of a H

bond, were detected in the AIM analysis of both the representa-
tive and themost stable (GU-2qus-1) GU base pair. The electron
density and its Laplacian values of 0.033 and 0.024 au, respec-
tively, at the critical point of the N2(G) 3 3 3O4(U)H bond reveal
this particular contact to be the strongest and the most stabilizing
of the studied platform H bonds (Table 2). The second critical
point between the N3(G) 3 3 3C5(U) atoms, characterized by
F and r2F values of 0.009 and 0.007 au, indicates a weak
C�H 3 3 3N interaction. On the basis of our previous experience
with interactions like this at the boundary between H bonds and
van der Waals contacts [18], we estimate the contribution to the
interaction energy to be∼1.0 kcal mol�1 (see also the following
paragraphs). Note that the AIM analysis does not allow quanti-
tative assessment of the stabilization contributions of the respec-
tive interactions, although values of F should correlate with the

strength of interaction. The positive sign ofr2F, which indicates
depletion of the electron density at the given stationary point,
signifies the ionic nature (as opposed to covalent character) of
both contacts. The results are in accord with the AIM analysis of
the canonical AU base pair71 in which the ratio of F and r2F
values of the N6(A) 3 3 3O4(U) and C2(A) 3 3 3O2(U) interac-
tions are approximately 4.3 and 3.3, respectively. The equivalent
ratios of the F and r2F for N2(G) 3 3 3O4(U) and for the weak
N3(G) 3 3 3C5(U) interactions stabilizing the GU-2qus-1 system
are ∼3.7 and ∼3.4.
The interaction energies of the AA base pairs span the range

between �6.3 kcal mol�1 (AA-2r8s-1) and �7.3 kcal mol�1

(AA-1hr2-3) with an average value/standard deviation of�6.8(
0.3 kcal mol�1 (Figure 7; red histogram). The AA-1hr2-5 system
(�2.6 kcal mol�1) is the only outlier and is accordingly excluded
from the statistics. See the Supporting Information for a detailed
description of this system.
The interaction energies of the AA base pairs are probably

slightly biased by a weak artificial C9Met(A) 3 3 3N7(A) contact
(Figure 8) that stems from N9-methylation. In order to estimate
the contribution of this spurious contact to the interaction
energies, we replaced the 9-methyl groups in the most stable
AA-1hr2-3 base pair with hydrogens. Interaction energy calcula-
tions suggest that the unnatural contact lowers the real interac-
tion energy by approximately 1 kcal mol�1. Consequently the
listed AA interaction energies are systematically shifted to lower
(more stabilizing) values, and thus the actual stabilization of AA
base pairs is overestimated by about ∼1 kcal mol�1.
The AIM analysis of the most stable AA-1hr2-3 system

revealed two critical points, which are depicted in Figure 8 as
H bonds. The electron density and its Laplacian (F andr2F) at
the critical point of the major N3(A) 3 3 3N6(A) H-bond have
respective values of 0.022 and 0.017 a.u., while those of the
artificial C9Met(A) 3 3 3N7(A) contact have values of 0.009 and
0.007 a.u. (Table 2).
The UC H-bonded base pairs exhibit lower stability than the

GU and AA systems, with the interaction energies ranging from
�4.8 kcal mol�1 (UC-1u0b-1) to�5.6 kcal mol�1 (UC-1drz-1)
and the average value/standard deviation being �5.3 (
0.4 kcal mol�1 (Figure 7; blue histogram). Significant deviation
from base�base coplanarity accompanied by elongation of the
O2(U) 3 3 3N4(C) distance reduces the absolute values of the
energies of UC-1u0b-1 (O2 3 3 3N4�3.4 Å) and UC-1vc7-1
(O2 3 3 3N4�3.3 Å) interactions to �4.8 kcal mol�1 and
�4.9 kcal mol�1, respectively. The AIM analysis of the most
stable UC-1drz-1 base pair detects two critical points, one involving
the O2(U) 3 3 3N4(C) pair with F and r2F values of 0.019 and

Table 2. H Bonds Detected by AIM Analysis to Stabilize Platform Base Pairsa

base pair acceptor donor distance angle density (F) density Laplacian (r2F)

GU-2qus-1 O4(U) N2(G) 2.9 164.1 0.033 0.024

N3(G) C5(U) 3.6 160.5 0.009 0.007

AA-1hr2-3 N3(A) N6(A) 3.0 150.8 0.022 0.017

N7(A) C9Met(A) 3.5 150.1 0.009 0.007

UC-1drz-1 O2(U) N4(C) 3.0 157.8 0.019 0.020

O2(U) C5(C) 3.3 129.4 0.009 0.009
aThe entries correspond to the most stable example of each type of base pair (in terms of interaction energy). The distances between heavy atoms are
given in Å. The hydrogen-bonding A�H 3 3 3B (A/B =O,N, C) angles are given in degrees and the charge density along with its second derivatives in a.u.
The major stabilizing H bonds are highlighted in boldface. Note that the spurious C9Met(A) 3 3 3N7(A) interaction of the AA-1hr2-3 pair is not relevant
to real RNA systems.

Figure 9. Distribution of the RI-MP2/CBS relative energies of
rSPSOM models of GpU (black), ApA (red), and UpC (blue) experi-
mental platform structures (i.e., idealized rSPSOMs are not included).
The relative energy, reported along the horizontal abscissa, is partitioned
into 12 bins of 1.0 kcal mol�1 width. The curves correspond to standard
Gaussian normal distributions based on the mean values and standard
deviations, with infinitesimal bin width. The green dashed line at 0.0 kcal
mol�1 denotes the energy of the A-RNA reference state.
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0.020 a.u. indicative of H-bonding and a second involving the
O2(U) 3 3 3C5(C) contact with F and r2F values of 0.009 and
0.009 a.u., suggestive of a minor interaction, i.e.,∼ 1 kcal mol�1.
From the perspective of base-to-base contributions, stabiliza-

tion of the dinucleotide platforms decreases in the following
order: GU>AA>UC. The superior stability of theGUbase pairs
is evident from both the interaction energies and the AIM data.
The average interaction energy of the GU pairs is about 1.2 kcal
mol�1 lower than that of the AA systems and ∼2.7 kcal mol�1

lower than that of the UC pairs. If the spurious C9Met(A) 3 3 3N7(A)
interaction is taken into account, the difference between the GU
and AA pairs is expected to reach ∼2 kcal mol�1. See the
Supporting Information (Table S3) for a complete list of GU,
AA, and UC base-pair interaction energies.
Sugar�Phosphate Backbone Contribution. The rSPSOM

fragments of different dinucleotide platform structures (see
Figure 4, center) were used to characterize the intrinsic energy
preferences of the sugar�phosphate backbone. As explained
under Computational Methods, the computations were carried
out with constrained dihedral angles. The canonical A-RNA
backbone conformation served as the reference structure with an
energy of 0.0 kcal mol�1 (Figure 9, the green dashed line; see
Table S4 in the Supporting Information for the complete list of
rSPSOM relative energies). The individual structures, which
could be assigned to a known conformational class, are denoted
by one of the four categories listed in Table 1 (see Table S5 in the
Supporting Information for a detailed listing). Those platform
backbones that could not be assigned to any class are marked as
“U” (Unknown). The quality of the conformational assignment,
called the “suiteness” (S) in the classification software,44 is
expressed as a number within the range of [0,1], where the
maximum value of 1 corresponds to a structure with torsions that
perfectly match those of the conformational reference state
(Table 1). The systems discussed below include a tag that
denotes the assigned conformational class (if any) and the S
value, i.e., system/class/S value. For example, the GU-1jj2-1
rSPSOM assigned to class I (or &a following the nomenclature of
Richardson et al.) with a suiteness of 0.785 would be tagged as
GU-1jj2-1/I/0.785. The intrinsic rSPSOM backbone stabilities
of the four classes of platform conformations are reported in
Table 3.
Before introducing the data, it is important to mention that

determination of the energies of the sugar�phosphate back-
bones of RNA crystal structures is a difficult task. Although the
positions of the bases and phosphorus atoms are usually visible in
the experimental electron densities, the remaining backbone
atoms are rather poorly defined. Furthermore, most X-ray struc-
tures of folded RNAmolecules have been solved at relatively low

resolution. This means that the individual refined backbone
geometries are unavoidably affected by rather large data and
refinement errors. Some of the geometries may even be un-
realistic, as a consequence of averaging various substates. Thus,
rather than assessing the individual geometries, we need to rely
on sufficient statistics, a common practice in RNA structural
bioinformatics. Unfortunately, the calculated energies are even
more sensitive to data and refinement errors than the coordi-
nates, given that energy is a highly nonlinear function of the
geometries. Thus, one of the goals in this study has been to find
out how much the calculated backbone energies are affected by
uncertainties in the experimental structures. We assume that our
results are unambiguous for the GpU platforms but less certain
for the ApA platforms and even more uncertain for the UpC
platforms.
The rSPSOM models derived from 32 GpU platform struc-

tures form a rather homogeneous and well-defined group of
similar conformers. Roughly two-thirds of the structures (21) are
more stable than the reference A-RNA structure (Figure 9;
Supporting Information, Table S4), and only five outliers are
appreciably less stable. The relative energies span the range
�3.6 kcal mol�1 (GU-1jj2-1/I/0.79) to +7.0 kcal mol�1

(GU-2ees-1/III/0.01), with a mean value/standard error of 0.3 (
0.4 kcal mol�1. The majority of the models (especially the low-
energy conformers) fall in a single conformational class (II) with
relatively high S values (Supporting Information, Table S5) and
the characteristic O20 3 3 3O2P H bond. This out-of-plane
O20 3 3 3O2PH bond is enabled by the C20-endo puckering of the
50-sugar moiety, which is one of the distinctive features of this
group of structures.
One of the stable GpU backbones (GU-1jj2-1), however,

adopts a distinctly different conformation from the others, with
the 20-hydroxyl group of guanosine interacting with the uridine
phosphodiester O50(n + 1) and the sugar ring embedded
O40(n + 1). This particular backbone conformer is only marginally
different from canonical A-RNA topology and is the only example
of an A-like platform in the model structures (Supporting Infor-
mation, Table S5). Despite the structural differences compared to
the typical class II GpU platform, the GU-1jj2-1 platform is
embodied in a GpUpA/GpA miniduplex and thus may represent
a transitional substate between A-RNA and the class II conforma-
tion. The superior stability of the idealized representation of this
conformation compared to that of the predominant GpU plat-
forms (classes I vs II in Table 3) is a consequence of a more
favorable overall backbone conformation and not the specific
20-hydroxyl H bonds. The most stabilizing interaction of the
20-hydroxyl group is the O20 3 3 3O2P H bond observed in the
majority of GpU platforms (Table 3).

Table 3. RI-MP2/CBS Relative Energies (kcal mol�1) and Characteristics of the H Bonds Donated by the 20-Hydroxyl Group in
Idealized rSPSOM Models of the Four Classes of Dinucleotide Platform Structuresa

class energy O20�H interaction distance angle density (F) density Laplacian (r2F)

I �3.2 O20 3 3 3O5
0(n + 1) 3.3 140.1 0.009 0.008

O20 3 3 3O4
0(n + 1) 3.1 144.7 0.011 0.011

II �1.1 O20 3 3 3O2P 2.9 168.2 0.032 0.022

III +0.2 O20 3 3 3O2P 3.3 162.1 0.013 0.010

IV +1.4 O20 3 3 3O3
0 2.7 120.4 0.026 0.025

A-RNA 0.0 O20 3 3 3O3
0 2.7 121.8 0.023 0.022

aDistances between O20 and acceptor oxygens are given in Å and O20�H 3 3 3O angles in degrees. Charge densities along with second derivatives are
given in a.u.
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The five high-energy outlier systems, GU(-1q9a-1B, -483d-1B,
-2ees-1, -2qus-1, and -2quw-1), bear low conformational resem-
blance to any of the 46 defined RNA backbone classes; i.e., the
systems either could not be classified or, if assigned to a class,
were characterized by a low S value (Supporting Information,
Table S5). Three of the outliers, GU(-2ees-1, -2qus-1, and
-2quw-1), are derived from medium-/low-resolution crystal
structures, which likely account for the ill-defined backbone
conformations. The remaining two outliers, however, are surpris-
ingly based on high-resolution data (1q9a and 483d have a
resolution of 1.0 and 1.1 Å, respectively). Both examples
correspond to one of the two distinct geometries assigned to a
nucleotide platform and refined with ∼50% populations. The
high resolution of the data seemingly provides sufficient informa-
tion to attempt the refinement of two different coexisting
geometries. Although the energy of one of the states is very
favorable, the other is high in energy, which is a counterintuitive
result. The high energy may reflect the resolution limit, i.e.,
representation of the data by two substates may be still insuffi-
cient to describe the backbone exhaustively. Note that the
resolution does not allow consideration of more than two
substates in the refinement and determination of the relative
population of the two suggested substates. In addition, only a
very small segment of the molecule is refined with two substates;
the surrounding segments are refined assuming a single geome-
try. Alternatively, the structure may be correct and the energetic
penalty associated with the high-energy setting of the backbone
torsions may be balanced by stabilizing factors not included in
the computations. See the Supporting Information for further
discussion of the outliers.
The relative energies of the rSPSOMmodels of ApA platforms

are quite diverse, with values spanning the range�1.1 kcal mol�1

(AA-1jj2-2/III/0.12) to +6.2 kcal mol�1 (AA-1hr2-3/IV/0.01)
and a mean value/standard error of 2.0 ( 0.6 kcal mol�1

(Figure 9 and Table S4). The wide range of energies is clearly
related to the fact that the backbone conformations are not
uniform. Although the 30 ends of the platforms are similar, there
is considerable variation in the 50 segments, particularly in the
phosphodiester torsion angles and the sugar puckering. Six of the
14 observed ApA backbone geometries could not be assigned to
any conformational class. The remaining eight conformers fall
into two groups. The first is a slight variant of the backbone
adopted by most GpU platforms and the second a conformation
with highly unusual trans arrangements of both phosphodiester
torsions (Supporting Information, Table S5). The poor match of
the conformational assignments, as measured by the low S values,
suggests that the ApA backbone substates might be either ill-
defined or rarely observed. The considerable uncertainties in the
experimental structures naturally affect the computed energies.
The most stable ApA backbone arrangement (AA-1jj2-2) in-
cludes the strong O20 3 3 3O2P out-of-plane H bond, typical of
GpU platforms and made possible by the same concerted
changes in sugar puckering and phosphodiester linkage relative
to A-RNA, i.e., C30-exo or C20-endo puckering of the 50-nucleo-
tide in combination with a trans ζ torsion angle. The Supporting
Information includes an analysis of the three high-energy ApA
outliers.
The rSPSOM models of the five UpC platforms are highly

diverse. There are very few structural features common to these
few examples. Only one conformer (UC-1jj2-1) can be assigned
to a known conformational class, albeit with a low suiteness value
(S = 0.34). The relative energies span a wide range of values,
between �3.1 kcal mol�1 (UC-1sj3-1) and +6.1 kcal mol�1

(UC-1drz-1); see Supporting Information, Table S4. It is thus

Figure 10. Atomic-level representations of 12 dinucleotide platforms created from the four identified backbone conformations (I�IV), i.e., idealized
rSPSOMs, and the three studied base combinations (GU, AA, and UC). The combination is called compatible if the expected base 3 3 3 base interaction
pattern (i.e., sugar edge/Hoogsteen edge, Figure 8) is formed. TheHbonds between adjacent bases and the interactions of the 20-hydroxyl groups typical
for the conformational type (Table 3) are denoted by dashed green lines.
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not possible to perform a viable statistical analysis of the ener-
getics. Although the most energetically favored backbone ar-
rangement (UC-1sj3-1) could not be assigned a conformational
category, close examination of the torsion angles reveals its
similarity to the ApA platforms with trans settings of both
phosphodiester torsions. The advantageous setting of the back-
bone dihedrals cooperatively renders this conformer very stable.
The fact that the given backbone conformation does not pertain
to any defined conformational class, however, raises questions
about its suitability within the full context of the RNA molecule.
See the Supporting Information for further details. The experi-
mental data clearly do not allow unambiguous assessment of the
backbone of the UpC platform.
Compatibility of Platform Dinucleotide Sequences with a

Backbone Shape. Since only some backbone conformations
facilitate platform formation, we combined the three studied
dinucleotide sequences (GU, AA, and UC) with the four
idealized rSPSOMs that fit identified RNA conformational
classes (I�IV in Tables 1 and 3). We next checked whether
the given sequence is capable of forming the platform submotif.
Starting with each idealized rSPSOM structure, we formed three
different dinucleotide models and manually adjusted the glyco-
sidic χ and χ + 1 torsions to generate a platform-like geometry.
The energy optimization was then carried out with all backbone
torsions (Table 1) fixed at the initial values, i.e., at the idealized
structure.
Intramolecular O20 3 3 3O2P and Interstrand Base�Pho-

sphate H Bonds Are Cementing the Preferred Conformation
of the GpU Platform in the GpUpA/GpA Miniduplex. Fig-
ure 10 shows that the 50-GpU-30 dinucleotide can form a plat-
form motif with all four backbone conformational classes. The
A-RNA-like backbone conformation (I) enables the formation of
GpU platforms with base 3 3 3 base interaction energies similar to
those associated with the predominant mixed-pucker arrange-
ment (II; see Supporting Information, Tables S3 and S5). The
interaction energy of the bases attached to the former platform is
highly favorable (∼�8.1 kcal mol�1 for GU-1jj2-1). The intrin-
sic stability of the backbone is actually better (�3.2 kcal mol�1

for the idealized class I geometry and �3.6 kcal mol�1 for
the GU-1jj2-1 model) than that of category II conformers
(�1.1 kcal mol�1, Table 3). The reason why the majority of the
GpU platforms still belong to the mixed-pucker state (II) might
stem from the key out-of-plane O20 3 3 3O2P H bond. The
interaction not only contributes to the intrinsic stability but also
forms amolecular “edge” above the base�base plane.33 The edge
is often specifically recognized by a nonadjacent guanine, as
exemplified in the highly recurrent GpUpA/GpA miniduplex in
the sarcin/ricin loop motif (Figure 11) where the whole GpUpA/
GpA structure is stabilized by so-called 4BPh-type base�
phosphate H bonding (using the nomenclature of Zirbel et al.,
see ref 5). The “4BPh” designation refers to a highly specific
interaction between the Watson�Crick edge of a guanine and a
nearby phosphate group. More specifically, the interaction in the
minidupex entails two such H bonds, N1(G) 3 3 3O2P and
N2(G) 3 3 3O2P (black dashed lines in Figure 11), which coopera-
tively render the 4BPh interaction to be highly stabilizing, as well as
by a sugar-phosphate H bond involving the guanines on the two
strands (green dashed line in Figure 11), Therefore, it seems that
the evolutionary preference for the mixed-pucker conformation of
the GpU platform with its specific and well-defined backbone II
arrangement may reflect a combination of good intrinsic stability
and the capability to contribute to a useful and very stable RNA
topology. Perhaps, the high frequency of occurrence of the GpU
platform II state might also be due to hydration or water-assisted
stabilization. However, presently we have no solid indications of
that. The experimental structures do not suggest any unusual
hydration pattern. We plan to include hydration effects into our
future studies of nucleic acid backbone conformational prefer-
ences, at least in an implicit fashion.
The only backbone geometry that is compatible with forma-

tion of an ApA dinucleotide platform is the unusual conforma-
tion (IV) with trans arrangements of both phosphodiester
torsions. This match correlates well with the conformational
assignments of the experimentally determined ApA systems.
Although the idealized mixed-pucker ApA backbones depicted
in Figure 10 are incompatible with interbase H-bond formation,

Figure 11. Atomic-level representation of the two-layered GpUpA/GpAminiduplex from the Escherichia coli 23S rRNA sarcin/ricin domain (PDB ID:
3dvz36) showing the antiparallel 50f30 GpUpA trinucleotide (G2655pU2656pA2657) and the nonadjacent GpA dinucleotide (G2664pA2665). The
O20 3 3 3O2P (purple dashed line) forms an out-of-plane edge above the GpU platform submotif that is specifically recognized by the nonadjacent G2664
(green and black dashed lines). The nucleotides in the lower plane (the GpU platform and the nonadjacent A2665) are depicted with filled sugar and
nucleobase rings, while those in the upper plane (A2657 and the nonadjacent G2664) are represented by stick models with unfilled rings. Left, view
perpendicular to the GpU platform plane; right, view in the platform (lower) plane.
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some specific ApA dinucleotides are capable of platform forma-
tion (AA-1gid-1/3 and AA-1jj2-2 with several backbone torsions
shifted away from the mean values of the conformational
reference states; see Supporting Information, Table S5). Note,
however, that the compatible conformation with a trans�trans
phosphodiester linkage is the least stable one among the four
identified conformational classes (Table 3) as a consequence of
an anomeric effect, a result consistent with the higher conforma-
tional energies of all-trans model phosphate diesters.72,73 The
anomeric effect is a special case of a stereoelectronic effect that
disfavors trans�trans conformations of the phosphodiester link-
age. The extended arrangement prevents a favorable interaction of
the nonbonded electron pair on O50 with the P�O30 σ bond, and
a similar interaction of O30 with the P�O50 bond. Insertion of the
AA sequence into the A-like backbone substate (I) leads to a stack-
like mode rather than an edge-to-edge interaction.
The UpC sequence appears to be compatible, at least on the

basis of our computations, with two backbone conformational
substates, the predominant mixed-pucker state (II) and the high-
energy arrangement with trans�trans phosphodiester torsions
(IV). The characteristic O2(U) 3 3 3N4(C) contact of the UpC
platform cannot be established in either the A-like conformer (I)
or the alternate mixed-pucker backbone (III), as the pyrimidine
bases are too far apart.
Molecular Dynamics Simulations Do Not Reproduce the

Signature Interactions of the GpUpA/GpA Miniduplex and
the GpU Platform. Explicit-solvent classical force field simula-
tions represent a more common computational approach to
studying RNA systems than quantum chemistry. The simplicity
of the classical treatment allows for the study of rather large RNA
systems with the inclusion of solvent and dynamics. The accuracy
of simulations, however, is limited by the force field.74 A reliable
force field should be able to account for the highly complex
backbone topology and the intricate network of molecule inter-
actions found in the GpU platform and the GpUpA/GpA
miniduplex. Indeed, the ∼1 Å ultra-high-resolution structures
of the sarcin/ricin domain containing the GpUpA/GpA mini-
duplex can serve as a major benchmark for force field develop-
ment and testing.
A few years ago, we reported a set of what was at that time

quite long, multiple 25-ns molecular dynamics (MD) simulations
of the sarcin/ricin domain with the Cornell et al. AMBER force
field.75 Although the simulated system appeared basically stable,
we reported some local rearrangements in the miniduplex. The
backbone of the GpU platform changed in the very early stages of
the simulations, with a subsequent loss of the base�phosphate H
bond between the two layers of the miniduplex (the interaction
denoted by the two dashed black lines in Figure 11) and a
surprising shift of the glycosyl rotation of the bulged guanine
from a high-anti χ ∼ 260� state to an even more high-anti χ ∼
320� arrangement. A conformation of this sort is very unusual
compared to the normal anti χ∼ 180�200� arrangements found
in RNA. The nucleotide generated in the simulations is thus
subject to a large χ-dihedral internal energy penalty.30,32 Now, in
view of our more recent experience with RNA simulations, force
field tuning,30,32 the classification of base�phosphate interac-
tions,5,6 and the present QM computations, we think that the
earlier simulation results need to be reinterpreted in the follow-
ing manner. The key characteristic signature interactions and the
structural features of the GpUpA/GpA miniduplex were, in fact,
lost in the simulations. The O20 3 3 3O2P H bond was not
monitored in the earlier MD study, but it too was obviously lost.

The shift of the bulged guanine nucleotide to even higher high-
anti χ values than found experimentally (formally, the simulated
conformational state lies in the syn region) is evidence of a large
struggle of different energy contributions in the simulated
system, which evidently is not well described by the force field.
Further deterioration of the system is (likely temporarily)
prevented by additional interactions in the region, which lock
the system close to the starting structure. We have recently
performed a series of additional submicrosecond scale simula-
tions of the sarcin/ricin domain (unpublished data), which fully
confirm the above-described irreversible loss of several signature
conformational features of the GpUpA/GpA miniduplex. The
simulations are not improved with the latest parmbsc031 and
parmχOL

30 variants of the Cornell et al. force field. In the near
future, we will perform additional investigations of the GpUpA/
GpA miniduplex with the aim to identify which force field terms
may be responsible for the rearrangements seen in the simula-
tions and to see if some tuning of the force field may be possible.
The force field is presently unable to describe the highly specific
and prevalent type II backbone conformation of the platform
with the key out-of-plane O20 3 3 3O2P H bond.

’CONCLUSIONS

A dinucleotide platform is an important noncanonical arrange-
ment of RNA, which occurs at functionally important places in
numerous molecules. The high-level quantum chemical calcula-
tions reported in this work lend credence to the hypothesis
of Lu et al.33 that the intrinsic stability of the GpU dinucleotide
platform is mediated by O20 3 3 3O2P intramolecular hydrogen
bonding. This conclusion is based on an analysis of the torsions
and an assessment of the inherent in vacuo stabilities of 51
experimentally determined dinucleotide platform structures
(32 50-GpU-30, 14 ApA, and 5 UpC). We have separately studied
the base 3 3 3 base interactions and the intervening sugar�pho-
sphate backbone segment, each of which contributes to the
overall stability.

The base 3 3 3 base contributions show the following stability order,
GU > AA > UC. The GU pairs are, on average, ∼2.0 kcal mol�1

and ∼2.7 kcal mol�1 more stable than the AA and UC pairs,
respectively. The results are supported via Bader’s AIM electron
topology analysis.

The GpU sugar�phosphate backbone is, on average,
∼1.7 kcal mol�1 more stable than the respective ApA conformer.
We do not have enough experimental data to confidently assess
the UpC platforms. Moreover, unlike ApA and UpC, the GpU
backbone conformations are well-defined and fit into one of the
distinct RNA conformational classes identified by Richardson
et al.44 We find the dominant GpU conformation to be more
stable than the canonical A-RNA backbone and well suited to
formation of a platform structure stabilized by the O20 3 3 3O2P
hydrogen bond. There is, however, a rare but intrinsically even
more favorable “A-like” backbone conformation, which also
allows the GpU dinucleotide to take up a coplanar arrangement.
In this geometry, the 20-hydroxyl group interacts with the O50
(n + 1) and O40(n + 1) atoms in the succeeding 30-nucleotide,
rather than the anionic O2P. It, however, does not form the out-
of-plane edge characteristic of most GpU platforms. The edge is
very important for proper insertion of the GpU platform into
the broader RNA context, as it is often recognized by a non-
adjacent guanine from the opposite strand by very strong base�
phosphate and base-sugar H bonds (Figure 11). The missing
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edge may account for the rather infrequent incidence of “A-like”
GpU platforms and the dominance of the “O20 3 3 3O2P”
arrangement.

The most prevalent geometry of the GpU platform appears
not to be properly described by the force fields currently used
in RNA simulations and is irreversibly lost in explicit-solvent
simulations.

In summary, both base 3 3 3 base interactions and backbone
conformations enhance the stability of GpU platforms over ApA
and UpC platforms. These energetic preferences correlate with
the high frequency of occurrence of GpU platforms as well as
with the uniform and well-defined backbone conformations.
Despite the obvious limitations of our work (in vacuo calculations
on small model systems), our successful rationalization of key
features of the dinucleotide platform demonstrates that the
intrinsic energy terms play important roles in determining RNA
structure and sequence patterns. QM calculations thus represent
a viable complement of RNA structural bioinformatics and mole-
cular simulations in studies of the broad diversity of RNA
structures.3
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ABSTRACT: The B-form of DNA can populate two different backbone conformations: BI and BII, defined by the difference
between the torsion angles ε and ζ (BI = ε�ζ < 0 and BII = ε�ζ > 0). BI is the most populated state, but the population of the BII
state, which is sequence dependent, is significant, and accumulating evidence shows that BII affects the overall structure of DNA and
thus influences protein�DNA recognition. This work presents a reparametrization of the CHARMM27 additive nucleic acid force
field to increase the sampling of the BII form in MD simulations of DNA. In addition, minor modifications of sugar puckering were
introduced to facilitate sampling of the A form of DNA under the appropriate environmental conditions. Parameter optimization
was guided by quantummechanical data on model compounds, followed by calculations on several DNA duplexes in the condensed
phase. The selected optimized parameters were then validated against a number of DNA duplexes, with the most extensive tests
performed on the EcoRI dodecamer, including comparative calculations using the Amber Parm99bsc0 force field. The new
CHARMMmodel better reproduces experimentally observed sampling of the BII conformation, including sampling as a function of
sequence. In addition, the model reproduces the A form of the 1ZF1 duplex in 75% ethanol and yields a stable Z-DNA conformation
of duplex (GTACGTAC) in its crystal environment. The resulting model, in combination with a recent reoptimization of the
CHARMM27 force field for RNA, will be referred to as CHARMM36.

’ INTRODUCTION

Empirical force field based computational studies of DNA and
DNA�protein complexes are of ever greater value to understand
the relationship of structure and dynamics to function in these
biologically essential molecules.1,2 This growing role for force-
field-based investigations reflects increases in computational
power and improvements in molecular dynamics (MD) sim-
ulation programs, allowing for longer and more relevant MD
simulations of large DNA-containing systems. In this context,
improvements in the force fields (FF) used to calculate the energies
and forces acting on DNA are critical.3 Several different additive
all-atom force fields are available for DNA, including CHARMM27,4

AMBER,5,6 Bristol-Myers Squibb,7 and GROMOS,8 where
AMBER and CHARMM are the most commonly used in studies
involving DNA.

While these force fields have acted as the basis for a range of
successful investigations of DNA,9,10 and its components,11

limitations in the models have surfaced. These limitations have
become evident due to the ability to perform longer MD sim-
ulations on a wider variety of DNA and new experimental data
that can be used to test force fields.12,13 For example, a problem
was identified in simulations >10 ns involving treatment of the
α andγdihedrals in the phosphodiester backbonewithAMBER.14,15

This problem was solved on the basis of quantum mechanical
(QM) calculations on model compounds representative of the
phosphodiester backbone used to direct parameter optimization,

followed by extensive MD simulations. Other improvements
in the AMBER force field important for DNA simulations have
involved the ions,16 and various adjustments in the AMBER
χ parameters have also been presented.17�19

With the CHARMM DNA force field, limitations in the
treatment of the relative populations of the BI and BII substates
of the canonical B form of DNA have been noted, where the BII
state is significantly underestimated relative to the BI state.13,20,21

The BI and BII states are defined on the basis of the phospho-
diester torsions ε and ζ. BI is characterized by ε�ζ around�90�
and BII by ε�ζ > 0. The BII conformation was first characterized
in a crystal structure22 and subsequently observed using 31P
NMR chemical shifts and scalar coupling constants.20,23,24 NMR
data led to quantification of the intrinsic sequence-specific
propensities to populate BII in solution for every DNA base
step.25 Crucially, the BI/BII equilibrium affects the DNA heli-
coidal parameters, especially the twist, roll, and base-pair dis-
placement from the main helicoidal axis. This influences the
DNA overall structure. For instance, it explains to a large extent
the sequence-specific variations in B-DNA groove dimensions.26

Approximately 20% of the base steps in free DNA significantly
populate BII and somewhat less in protein bound DNA.27 The
BI/BII equilibrium has consequences for DNA recognition by

Received: October 13, 2011



349 dx.doi.org/10.1021/ct200723y |J. Chem. Theory Comput. 2012, 8, 348–362

Journal of Chemical Theory and Computation ARTICLE

proteins involved in sequence specific binding21,28 as well as
when the binding is nonspecific or uses an indirect readout
mechanism.25 The sequence-dependent propensity to adopt the
BII state has been suggested to contribute to the ability of DNA
sequences to form nucleosomes.25 Changes upon going from the
BI to BII state alter the solvent accessibility of backbone atoms;
for instance, in BI the O30 is accessible, but not in the BII
conformation. Furthermore, the BI/BII equilibrium is also
sensitive to the composition (Na+ or K+) of the ionic environ-
ment at physiological concentrations,29 which might provide
another mechanism to tune protein�DNA recognition. The
energy barrier between the BI and BII states is of interest,
although the current estimates strongly depend on the model
used.24,30,31

Underestimation of the BII state by the CHARMM27 FF has
been observed in a number of studies. MD simulations of
transcription factor Ndt80 in complex with DNA21 showed the
FF to not reproduce details of the crystallographic conformation
of the DNA, in particular the BII state around the crucial base
step T60�G50.28,32 Notably, the inability to sample the BII
conformation led to the simulated protein side chains forming
different interactions with the DNA, compared to the X-ray
structure. Another system is the JunFos DNA oligomer, which
has distinct BII populations.20 JunFos has been used to develop
an NMR-based method to quantify the BII populations at every
phosphodiester linkage.20 Subsequently, MD simulations with
CHARMM27 and the Parm99bsc015 and Parm986 versions of
the AMBER FF showed that none of the FFs could reproduce the
experimental BI/BII populations in the absence of NMR
restraints.13 These observations, and the fact that sampling of
BII states is significant in a range of sequences,25,33 motivated the
present fine-tuning of the CHARMM27 DNA FF. As presented
below, this involved the systematic optimization of the dihedral
parameters associated with the ε and ζ torsions as well as the
C20�C30�C40�O40 torsion that influences the relative energies
of the north and south sugar ring puckers. The resulting modified
CHARMM DNA force field yields significant improvement in
the treatment of the BI/BII equilibrium. In addition, the mod-
ified force field has improved sensitivity of the DNA to its
environment, better reproducing the change from the A form
of DNA to the B form as a function of water activity due to the
presence of ethanol. The FF is also shown to satisfactorily repro-
duce the structure of a Z-form duplex in its crystal environment.
The modified parameters, which are not applicable to RNA,
will be included in the new CHARMM36 force field for oligo-
nucleotides, alongside a recent enhancement in the treatment
of RNA.34

’METHODS

Quantum Mechanical Calculations. QM calculations were
performed with the programs Gaussian 0935 and QChem36 on
the model compounds shown in Figure 1. As previously pre-
sented for model 1,37 structures were optimized at MP2/
6-31(+)G(d) to default tolerances in Gaussian, and single-point
energies were calculated at the RI-MP2/cc-pVTZ level with
QChem. Optimizations were initiated with selected dihedral
angles in the sugar and phosphate moieties, constrained to values
obtained from statistical surveys of DNA crystal structures in the
protein38 and nucleic acid databases,39 as previously described.40

For model compound 1, following the initial constrained opti-
mizations, additional optimization of sugar pucker with the

backbone dihedral constraints maintained was performed at
the MP2/6-31(+)G(d) level followed by the RIMP2 single point
calculations. Model compounds 2 and 3 were optimized with
only a single sugar ring dihedral constrained, following which the
value of the sugar pucker was extracted as described by Foloppe
and MacKerell.4 For the ε versus ζ BI/BII 2D surface on the
analog of model compound 2 lacking a base, optimizations were
performed at the MP2/6-31(+)G(d) level with the single sugar
dihedral andα dihedral restraints corresponding to B formDNA,
with ε and ζ sampled in 15� increments; no single point RIMP2
energies were obtained for this system.
Crystallographic Survey. Target data for FF validation were

obtained, in part, from a survey of the crystal structures in the
protein databank.38 Included in the survey were only double
helical DNA duplexes with unmodified DNA bases or back-
bones, no protein or RNA in the structure, and with a resolu-
tion e2.5 Å. Terminal nucleotides were excluded from the
analysis unless noted.
Molecular Mechanical Calculations. MM calculations were

performed with the programs CHARMM41 and NAMD42 using
the CHARMM27 all-atom nucleic acid force field4,43 with the
modifications discussed below. All systems were solvated with
the TIP3P water model,44 a minimum of 8 Å beyond the solute
non-hydrogen atoms, and made electrically neutral by the
addition of Na+ ions (1axp, EcoRI and JunFos) or Mg2+ ions
(BDJ025 and GTAC2). With the EcoRI excess salt simulation,
additional Na+ and Cl� ions (5 Na+ and 5 Cl�) yielded a
concentration of 100 mM NaCl. Subsequent calculations were
performed with periodic boundary conditions. Crystals were
solvated and pre-equilibrated as previously described.4 Systems
were first energy minimized for 500 adopted-basis Newton�
Raphson (ANBR) steps in the presence of harmonic restraints
of 5 kcal/mol/Å2 on the solute non-hydrogen atoms, followed by
20 ps NPT simulations in the presence of those restraints. Then,
an additional 500 ABNR step minimization in the absence of
harmonic restraints was performed, after which the production
MD simulations were initiated. Unless noted, MD simulations
were performed for 100 ns (Table 1) at 298 K and a pressure of
1 atm, using Hoover temperature control45 and the Langevin
piston to maintain the pressure.46 The integration time step was
2 fs, and SHAKE47 was used to constrain X�H bonds during
the simulations. For selected systems (Table 1), a lookup table
was used in the evaluation of nonbonded interactions in order to
speed up the simulations.48 Electrostatic interactions were cal-
culated using the particle mesh Ewald method (PME)49 with a
k value of 0.36 and a real space cutoff of 10 or 12 Å (Table 1).

Figure 1. Model compounds used for parameter optimization. In B, the
base, R, is either cytidine for model 2 or adenine for model 3, as shown.
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Lennard-Jones interactions were truncated at the same distance
as the PME real space cutoff in the respective simulations, with
smoothing over the last 2 Å using the force switch method.50

Nonbond atom pair lists were updated heuristically whenever
any atom moved more than half the distance between the
list cutoff (CUTNB) and the interaction cutoff (CTOFNB)
distances.
Analysis was performed on coordinates saved every 5 ps from

the MD simulations unless noted. Dihedral angle distributions
were analyzed using 5� bins and the following torsion definitions:
α = O30�P�O50�C50, β = P�O50�C50�C40, γ = O50�C50�
C40�C30, ε = C40�C30�O30�P, and ζ = C30�O30�P�O50.
Helicoidal analysis used the Curves51,52 package with data placed
in 5� or 0.2 Å bins. Root-mean-square (RMS) differences were
calculated with respect to the canonical (A, B, or Z) DNA forms
of the respective sequences, unless noted, following alignment of
all non-hydrogen atoms. Unless noted, the terminal nucleotides
were excluded from the analyses. BI versus BII populations from
the MD simulations were obtained by simple counting, i.e., BI if
ε�ζ < 0 and BII if ε�ζ > 0; however, this method differs from
that used to obtain BII population estimates from NMR, as
discussed below.

’RESULTS AND DISCUSSION

In the present work, a systematic optimization of the
CHARMM27 all-atom additive force field for nucleic acids4,43

was undertaken to improve the ability of the model to represent
the relative populations of the BI and BII conformers of DNA. To
achieve this without significantly altering the remainder of the
FF (e.g., the treatments of Watson�Crick base pair interac-
tions, which have been shown to yield good agreement with

NMR experiments with respect to base flipping53�55), the opti-
mization focused on the dihedral parameters associated with the
ε and ζ torsions in the phosphodiester backbone. In addition, it
was necessary to modify the relative energies of the north and
south puckers of the deoxyribose sugar, targeting the C20�C30�
C40�O40 associated dihedral parameter, to allow for sampling of
A-form DNA in the appropriate conditions. In the following,
results for model compounds on which QM data are available
are presented for the CHARMM27 FF (C27) and for five modi-
fied parameters sets, which were used in preliminary simulations
of three systems (Table 1, systems 1�3). The final selected set
of parameters was then used to simulate additional systems
(Table 1, systems 4�11) to more rigorously test the force field.
Altogether, 3.4 μs of simulation was performed on 11 DNA
duplexes of different compositions and sizes (total system sizes
range from 1200 to 51 000 atoms) with explicit solvent, in crystal
or solution, and also bound to a protein.21

Model Compound Calculations. Model compounds repre-
sentative of the backbone and nucleotide unit in DNA on which
QM data are available are shown in Figure 1. The first model, 1,
which contains two furanoses connected by a phosphodiester
linkage, has been subjected to extensive QM calculations.37 The
conformational energies of compound 1 as a function of its
dihedrals reflected the dihedral distributions from survey data on
crystal structures of duplex DNA, thereby validating it as a model
for the phosphodiester backbone. Accordingly, model com-
pound 1 was used for optimization of the ε and ζ dihedral
parameters. The other model compounds, 2 and 3, are cytosine
and adenosine nucleosides, respectively, used previously in the
optimization of the C27 nucleic acid FF. As the goal of the pre-
sent study was to perform minimal adjustments of the C27 FF,
use of two nucleosides to evaluate changes in sugar pucker
energies was deemed sufficient. As shown below, the changes to
the sugar parameters only had a minor impact on the relative
energies of the north (C30endo) vs south (C20endo) conforma-
tions, while the overall energy as a function of pucker was not
significantly changed.
Table 2 presents the relative energies of the BII conformation

of 1 with respect to the BI conformation. As may be seen, C27
significantly overestimates the QM result. Accordingly, initial
efforts aimed to alter only the BI/BII energy difference by
altering just the ζ dihedral to yield parameter set C27_1, and
then both ε and ζ in set C27_2; adjusted parameters for all sets
are shown in Table S1 of the Supporting Information. Adjust-
ments in C27_1 led to improved agreement with the QM target
data, but the C27_2 modification further lowers the relative
energy and further improves agreement with the QM value. A
third set, C27_3, was developed in which only ζ parameters were
again modified, yielding a relative energy slightly lower than that
of the C27_2 set. As shown below, these initial sets yielded
improvements in sampling of the BII state; however, they overly
destabilized the A-form of DNA.
The ε and ζ potential energy surfaces for 1 are shown in

Figure 2 from QM calculations as well as from C27 and from the
final, selected parameter set, C27_2b (see below). The overall
shape of the empirical surfaces mimics that of the QM surfaces;
however, differences in the relative energies of different minima
are evident. These differences are due to limitations in the ability
of the MM energy function to reproduce all of the details of the
QM energy surfaces and, more importantly, systematic shifts in
the C27 energy surface relative to the QM surfaces implemented
to yield better sampling in oligonucleotide simulations as judged

Table 1. DNA Systems Used for Parameter Training, Tests,
and Validationa

sequence comment/reference

(1) d(GTACGTAC)* GTAC, A form crystal (ADH059)69

(2) d(CGATCGATCG)* BDJ025, B form crystal (BDJ025)70

(3) d(CGCGAATTCGCG) EcoRI dodecamer., MD to 300 ns

with C27_2b, X-ray/NMR71�77

(4) d(GCATTCTGAGTCAG)* JunFos, experimental

BII content13,20,29

(5) d(GAAGAGAAGC)* 1AXP, NMR, high purine content

strand78

(6) d(ACACTACAATGTTGCAAT) 3BSE, B form, X-ray 1.60 Å;

disordered region65

(7) d(CCGTCGACGG) 1ZF7, B form, X-ray (1.05 Å)79

(8) d(CCGGGCCCGG) 1ZF1, A form, X-ray (1.35 Å)79

(9) d(TGCGCA) 1LJX, Z form, X-ray (1.64 Å)80

(10) d(GACTTTCCAGGG)* NF-kB, B form, NMR,62

experimental BII content

(11) d(TGCGACACAAAAACT)* Ndt80 binding site, complex with

protein, X-ray (1.4 Å)28

aAll validation simulations were performed for 100 ns unless noted.
Comment/Reference includes the PDB or NDB identifiers. Starting
structures for the simulations were the crystal structures except with
#5 1AXPwhere theNMR structure was used and #3EcoRI and #4 JunFos,
where the canonical B form was used as the starting structure. Systems
indicated with / were simulated using the non-bond lookup table in
CHARMM.48
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by the reproduction of crystal survey data.4 Such deviations from
QM energies are necessary for the FF to improve agreement with
the condensed phase properties for oligonucleotides given the
inherent limitations in the potential energy function as well as the
challenges of parameter optimization.
To account for the inability of the first modified parameter sets

to both adequately sample the BII conformation and maintain

the A-form of DNA in its crystal environment (see below),
modifications of the sugar dihedral parameters were undertaken.
These modifications were based on the adenine and cytosine
nucleosides (Figure 1b) and only involved a single dihedral
(C20�C30�C40�O40) in the furanose ring (Table S1, Support-
ing Information). Shown in Table 3 are the relative energies of
the north pucker relative to those of the south pucker for the two
nucleosides. The C27 puckers were empirically adjusted to
reproduce the north versus south distributions from a crystal
survey of the nucleic acid database, with QM MP2/6-31G(d)
relative energies also used as a guideline. The resulting empirical
model overestimates the QM values of the north pucker for both
model compounds; the lower energy of the north pucker of the
cytosine nucleoside is consistent with cytidine bases favoring the
A form of DNA, as previously discussed.56 Once it was observed
that the ε and ζ dihedral parameter modifications led to
destabilization of the A form of DNA (see below), the north
pucker energy was lowered relative to that of the south by
0.7�0.8 kcal/mol. The resulting model of the sugar now under-
estimates the QM relative north pucker energy by 0.3 and
0.1 kcal/mol for the adenine and cytosine nucleosides, respec-
tively (Table 3). The altered sugar energetics were combined
with the C27_2 set to give the C27_2b set, which yielded satis-
factory simulated sugar pucker distributions for duplex DNA in
condensed phase, as shown below. The same sugar parameter
modification was also applied to C27_3, yielding C27_3b.
Initial Parameter Set Selection Based on MD Simulations.

Selection from the parameter sets developed in the preceding section
was based on condensed phase simulations of three DNA duplexes,
GTAC2,BDJ025, and theEcoRIdodecamer (Table 1)).GTAC2and
BDJ025, which are in the A and B forms, respectively, were simulated
in their crystal environments, thereby allowing for a more rigorous
comparison of the experimental and simulation data. Special care was
taken to maintain the A form of GTAC2. Inclusion of the EcoRI
dodecamer in solution was based on the central role that the duplex
has played as a benchmark in computational studies of DNA4,57�59

Figure 2. Potential energies as a function of the ε (A and B) and ζ (C andD) dihedrals formodel compound 1with the remainder of the rotatable bonds
maintained at dihedral angles corresponding to the BI (A and C) or BII (B and D) canonical conformations. Note that in the surface in panel A with
C27_2b, a local minimum was present at 135�; this minimum in the potential energy surface was not observed to impact MD simulations of the
DNA duplexes.

Table 2. Relative Energies of the BI and BII Conformations
of Model Compound 1 Including theMinimized Values of the
Dihedral Anglesa

level of theory ΔE puck1 ε ζ α + 1 β + 1 γ + 1 puck2

BI

QM 0.00 8.3 201.1 281.6 288.5 181.6 46.6 �4.1

C27 0.00 9.0 189.3 267.0 302.2 170.4 28.2 �2.7

C27_1 0.00 9.2 191.5 267.5 302.2 170.1 28.4 �2.7

C27_2 0.00 9.3 190.0 265.2 302.9 169.9 27.8 �3.0

C27_2b 0.00 7.6 190.2 264.3 304.0 172.4 22.7 �9.6

C27_3 0.00 8.9 188.0 266.8 302.2 170.7 28.0 �2.8

C27_3b 0.00 7.0 187.7 266.0 303.1 173.0 23.5 �9.1

BII

QM 0.97 3.0 267.1 167.4 289.6 242.5 49.0 �6.6

C27 2.78 15.7 260.5 184.2 293.1 171.0 51.0 �4.9

C27_1 1.91 16.1 262.8 184.6 292.9 170.9 51.0 �4.9

C27_2 1.59 15.8 261.7 183.6 293.0 171.0 51.0 �4.9

C27_2b 1.37 16.3 262.3 183.7 293.0 170.7 51.0 �10.7

C27_3 1.49 17.4 267.6 186.5 292.4 170.8 51.0 �4.9

C27_3b 1.49 18.3 267.8 186.7 292.4 170.5 51.0 �10.8
a Energies in kcal/mol and angles in degrees. QM relative energies were
obtained at the MP2/6-31(+)G(d)//RIMP2/cc-pVTZ level. Pucker is
represented by the C10-O40-C40-C30 dihedral angle for the first (Puck1)
and second (Puck2) sugar in model compound 1.
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and on the need to include solution data to assess the behavior of the
parameter sets with respect to Watson�Crick (WC) base pair
interactions, sugar pucker, as well as the BI/BII sampling in the
phosphodiester backbone in a high water activity environment.
Populations of the BI and BII states for BDJ025 and EcoRI

averaged over all of the nucleotides in the duplexes for the
different parameter sets are in Table 4. Such analysis did not
include GTAC2 at this stage of the study as A-form DNA does
not populate the BII conformation. As expected from previous
investigations, the BI/BII equilibrium with C27 in BDJ025 and
EcoRI is dominated by the BI state. Alteration of the parameters
based on model compound 1 to lower the relative energy of the
BII conformation yielded the anticipated increase in sampling of
that state for both systems. The C27_2 and C27_3 sets give
additional sampling of BII, consistent with the lower energy of
the BII conformation in model compound 1 (Table 2). Given
that experimental studies indicate the overall population of the
BII state to be 37% in EcoRI in solution,24 the sampling of BII by
sets C27_2 and C27_3 indicated that they provided a reasonable
basis to develop the final model.
As increasing the BII population was readily achieved, the sim-

ulations were analyzed with respect to the ability of the models to
reproduce the A and B conformations of DNA. Average RMS
differences versus canonical forms of DNA for all non-hydrogen
atoms in non-terminal residues are presented in Table 5. The B
form conformation (BDJ025 and EcoRI duplexes) was main-
tained for all of the parameter sets.With A formGTAC2with sets
C27_2 and C27_3, there is a tendency for the RMS difference
versus the A form to increase as compared to that occurring with
C27. Detailed analysis of these trajectories (not shown) indicated
that the shift away from the A formwas associated with the sugars

switching from the typically A-form north pucker to the typically
B-form south pucker. Accordingly, selected sugar dihedrals were
adjusted to lower the relative energy of the north conformation,
also yielding better agreement with QM data on the adenine and
cytosine nucleoside model compounds (Table 2). For C27_2, an
additional adjustment of the ε dihedral parameter was undertaken
(Table S1, Supporting Information), leading to a slight lowering
of the energy of the BII conformation in model compound 1.
The two parameter sets with the modified sugar parameters,

C27_2b and C27_3b, were then tested in simulations of the three
training set oligonucleotides. Both models maintained the A con-
formation of GTAC2 as well as the B conformations of EcoRI and
BDJ025 (Table 5). Consistent with the BII conformational energies
in model compound 1, C27_2b sampled the BII state more than
C27_3b (Table 4), with C27_2b yielding an overall BII population
closer to the 37% seen in experimental studies of EcoRI. Accord-
ingly, parameter set C27_2b was tested further with simulations of
additionalDNAduplexes for amore rigorous and general validation.
Further Tests and Validation of the C27_2b Parameter

Set. Additional testing and validation of the C27_2b parameter
set was performed via extending the simulations on the EcoRI,
BDJ025 and GTAC2 duplexes as well as performing simulations
on additional systems (Table 1). The additional systems were
selected to vary in sequence and size, to be of high crystal-
lographic resolution, or to have been subjected to analysis of BII
content in NMR studies. For example, the EcoRI (#1), JunFos
(#4), and NF-kb (#10) sequences have been subjected to explicit
analysis of the BII content in solution. A longer oligonucleotide
(3BSE, #6) was selected in part due to unique dynamic aspects of
the molecule in solution. Sequences (1ZF7 #7 and 1ZF1, #8)
were of interest, as they crystallize in the B and A forms,
respectively, despite their similar sequences. 1LJX (#9) was
selected as it is in the Z form; this system along with GTAC2
and BDJ025 were simulated in their explicit crystal environments
while the remaining systems were simulated in solution. The
oligonucleotide targeted by NF-kB (#10) was selected due to the
availability of experimental BII populations on that sequence.
This system was also the first in which underestimation of the
BII state inMD simulations was noted by us. TheNdt80 sequence
(#11) was also of interest as its BII conformation at a specific
nucleotide is important for interaction with the protein; this
system was one in which the inability to properly sample the
BII conformation was noted.21

Table 4. Population of the BI and BII States for the EcoR1
Dodecamer and BDJ025 over the Full Oligonucleotides for
All Parameter Sets Testeda

EcoRI BDJ025

parameter set BI BII BI BII

C27 0.89 0.11 0.83 0.17

C27_1 0.75 0.25 0.67 0.33

C27_2 0.72 0.28 0.60 0.40

C27_2b 0.74 0.26 0.62 0.38

C27_3 0.70 0.30 0.59 0.41

C27_3b 0.79 0.21 0.65 0.35
aResults obtained over 40 or 80 ns simulations for EcoR1 and BDJ025,
respectively, with the average over all of the ε,ζ pairs for EcoRI, and with
BDJ025 the average populations were obtained for each nucleotide with
the presented values being the average of those values.

Table 3. Relative Energies of the North and South Confor-
mations of the Nucleosides of Adenine and Cytosine (Model
Compound 2)a

north south

level of theory phase angle ΔE phase angle ΔE

NUSA

QM 10.7 1.03 169.2 0.00

C27 9.4 1.40 167.1 0.00

C27_1 9.4 1.40 167.1 0.00

C27_2 9.4 1.40 167.1 0.00

C27_3 9.4 1.40 167.1 0.00

C27_2b 12.3 0.69 168.7 0.00

C27_3b 12.3 0.69 168.7 0.00

NUSC

QM 10.3 �0.49 164.0 0.00

C27 9.6 0.18 167.1 0.00

C27_1 9.6 0.18 167.1 0.00

C27_2 9.6 0.18 167.1 0.00

C27_3 9.6 0.18 167.1 0.00

C27_2b 12.3 �0.60 168.7 0.00

C27_3b 12.3 �0.60 168.7 0.00
a Energies in kcal/mol and angles in degrees. Sugar pucker phase angle
calculated on the basis of the method of Altona and Sundaralingam81

with QM data at the RIMP2/cc-pVTZ//MP2/6-31(+)G(d) level.
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With EcoRI and JunFos, simulations were also performed with
the AMBER Parm99bsc0 force field5,15 to allow comparison with
the final parameter set developed in the present study; this will be
referred to as AMBER for the remainder of the manuscript,
unless noted. In this section various quantities from simulations
of these systems are presented, including comparison of the
C27_2b FF results with experimental data and with the C27 FF.
TheC27_2b results are also compared with AMBER for EcoRI and
JunFos. Some results are presented in the Supporting Information.
Given the extensive amount of literature on the EcoRI dodecamer,
the majority of presented data is on that system.
The first test examined the RMS differences (RMSD) between

the simulated duplexes and their corresponding canonical A and
B forms. In all cases, the outcomes were consistent with the
experimental data (Table 6). For EcoRI, 1AXP, 3BSE, 1ZF7,
JunFos, and NF-kB, the conformations in solution are closer to
the B form versus the A form. With EcoRI, a second simulation at
higher salt (100 mM NaCl, see below) yielded an average
conformation which showed no tendency to shift toward the A
form; this result is consistent with experimental results since the
salt concentration is well below that required to stabilize the A
form of DNA. The BDJ025 crystal simulation is also closer to the

B form, as expected. Of note are the results for the A form
structures (GTAC2 and 1ZF1). The GTAC2 crystal simulation
yields a structure close to the canonical A form, as does the 1ZF1
simulation in 75% ethanol for the C27_2b FF, consistent with
expectations for a GC-rich duplex in a low water-activity environ-
ment. In contrast, the simulation of 1ZF1 in 75% ethanol using
C27 converts to theB form(seeFigure S1, Supporting Information).
Importantly, the simulation using C27_2b converted to the
B form in the water (0% ethanol) simulation, consistent with the
impact of high water activity on DNA conformation.60 These
results indicate that C27_2b is more sensitive than C27 to
changes in the water activity environment, a critical and stringent
test for DNA force fields. Additional testing of this phenomenon
is warranted in future studies.
To robustly test the stability of C27_2b, the EcoRI simulation

was extended to 300 ns (Figure 3) during which the duplex
remained close to the B form. TheWatson�Crick base pairing as
defined by the N1 3 3 3N3 distance is well maintained in the
simulation for all of the FFs (inset in Figure 3). Interestingly, the
N1 3 3 3N3 distance distributions from the simulations peak at a
slightly longer distance (approximately 0.1 Å) than the X-ray
counterpart. While correcting the discrepancy would require

Table 6. Average RMS Differences (Å) with Respect to the Canonical Forms of DNA for the C27_2b Validation Simulationsa

C27 C27_2b AMBER bsc0

system vsA vsB vsA vsB vsA vsB

EcoRI1 4.21 ( 0.46 2.14 ( 0.43 4.09 ( 0.56 2.42 ( 0.45 5.27 ( 0.49 2.37 ( 0.35

5.05 ( 0.53 2.31 ( 0.45

GTAC2 1.92 ( 0.19 3.73 ( 0.23 1.68 ( 0.14 3.53 ( 0.22

BDJ025 3.92 ( 0.25 1.66 ( 0.17 4.13 ( 0.22 1.72 ( 0.14

1AXP 3.71 ( 0.35 1.58 ( 0.31 4.02 ( 0.57 2.42 ( 0.58

3BSE 4.26 ( 0.55 2.77 ( 0.59 5.21 ( 0.65 3.71 ( 0.91

1ZF7 3.62 ( 0.42 1.52 ( 0.31 4.23 ( 0.57 2.07 ( 0.51

1ZF1(H2O) 3.50 ( 0.43 1.67 ( 0.34 4.06 ( 0.50 2.07 ( 0.52

1ZF1(EtoH) 3.27 ( 0.47 1.68 ( 0.41 1.34 ( 0.22 4.43 ( 0.31

JunFos 4.24 ( 0.40 1.58 ( 0.26 6.06 ( 0.69 2.61 ( 0.57 5.38 ( 0.56 3.20 ( 0.65

NF-kb 5.02 ( 0.58 2.34 ( 0.58 5.50 ( 0.61 2.32 ( 0.54

Ndt80 6.47 ( 0.26 2.28 ( 0.21 6.09 ( 0.392 2.40 ( 0.292

1LJX(Zform)3 1.14 ( 0.08 1.18 ( 0.10
aData averaged over 20 to 100 ns except for 1AXP C27 (20�98 ns), Ndt80 C27_2b (10�50 ns), and Ndt80 Amber parm94 (1�10 ns). Errors
represent the RMS fluctuations about the average. (1) The second row of C27_2b results for EcoRI are from the high salt simulation. (2) Trajectory from
Hart and Nilsson21 where the AMBER parm94 parameters5 were used. (3) Results for 1LJX are with respect to the crystallographic structure.

Table 5. Average RMS Differences (Å) with Respect to the Canonical Forms of DNA for the EcoRI Dodecamer, BDJ025, and
GTAC2 Oligonucleotides for All Parameter Sets Testeda

EcoRI BDJ025 GTAC2

parameter set vs A vs B vs A vs B vs A vs B

C27 4.26 ( 0.46 2.10 ( 0.40 3.77 ( 0.21 1.73 ( 0.17 1.81 ( 0.14 3.56 ( 0.17

C27_1 5.66 ( 0.45 2.33 ( 0.39 4.24 ( 0.24 1.53 ( 0.13 1.56 ( 0.11 3.37 ( 0.20

C27_2 5.62 ( 0.39 2.18 ( 0.32 4.78 ( 0.20 1.40 ( 0.12 2.10 ( 0.19 2.90 ( 0.25

C27_2b 4.46 ( 0.51 2.19 ( 0.40 4.21 ( 0.19 1.72 ( 0.13 1.69 ( 0.14 3.64 ( 0.15

C27_3 5.80 ( 0.47 2.29 ( 0.49 4.65 ( 0.24 1.47 ( 0.13 2.21 ( 0.12 2.40 ( 0.23

C27_3b 4.80 ( 0.52 2.16 ( 0.38 4.71 ( 0.19 1.43 ( 0.11 1.79 ( 0.14 3.54 ( 0.21
aResults, over all non-hydrogen atoms in non-terminal residues, obtained over 20 to 40 ns for EcoR1 and 60 to 80 ns for BDJ025 and GTAC2. Errors
represent the RMS fluctuations
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reoptimization of the base nonbonded parameters, a far from
trivial task, it should be considered in future FF development
efforts. It is worth noting that the N1 3 3 3N3 distance in crystal
simulations using a polarizable FF of the bases developed in our
laboratory has a maximum approximately 0.1 Å shorter than that
of C27,61 such that this issue appears resolved in the polarizable
model.
Since the primary goal of the present effort was increased

sampling of the BII state, the populations of the BI and BII states
were determined over all nucleotides in the simulated systems
(Table 7). In the analysis, the BI and BII states are defined as the
difference between the ε and ζ dihedrals, where BI = ε� ζe 0�
(peak around �90�) and BII = ε � ζ > 0� (peak around +90�).
C27_2b shows an increase in sampling of the BII states over C27
in all cases, with the exception of 1ZF1 in ethanol where both FFs
only sample a small amount of BII. The amount of BII in EcoRI
and JunFos using AMBER is significantly less than with the
C27_2b model; similar results are seen for a previously reported
simulation21 of the sequence targeted by the Ndt80 transcription
performed with the AMBER FF94.5

While C27_2b achieved an overall increased sampling of the
BII conformation, the ability to properly treat the sampling of BII
as a function of sequence is of special interest, and amore difficult
objective. For three of the studied sequences, EcoRI, JunFos, and
NF-kb, experimental data are available on the percent BII as a
function of sequence.20,24,62 For EcoRI, consistent with the data
in Table 7, C27_2b yields increased BII sampling (Figure 4 and
Table 8) in better agreement with experimental results as
compared to both C27 and AMBER, although the amount of
BII is systematically underestimated, a point addressed below.
With respect to the base-step specific percent BII, C27_2b offers
significant improvement over both C27 and AMBER (Figure 4
and Table 8). For the base-step specific percent BII, the correla-
tion coefficients between simulation and experiment were 0.69
with C27_2b, 0.47 with C27, and 0.31 with AMBER. Results for
JunFos and NF-kb were similar to those for EcoRI (Table S2,
Supporting Information). For JunFos, the average difference in

BII population between simulation and experiment was �7 for
C27_2b compared to values of �22 and �20 for C27 and
AMBER, respectively. The percent BII as a function of base step
in JunFos was also improved with C27_2b with a correlation
coefficient of 0.49 versus 0.30 and 0.26 for C27 and AMBER,
respectively. In the case of NF-kb (Table S2B), the average
differences were �2 and �22, and the correlation coefficients
were 0.45 and 0.29 for C27_2b and C27, respectively. Thus, the
reoptimization of the selected dihedral parameters increased the
sampling of BII in a sequence-specific manner that is largely
consistent with experimental observations.
The C27_2b FF clearly is an improvement over C27 and

AMBER Parm99bsc0 with respect to sampling of the BII

Table 7. Populations of the BI and BII States for the C27_2b
Validation Simulationsa

C27 C27_2b Amber

DNA BI BII BI BII BI BII

EcoRI1 0.89 0.11 0.75 0.25 0.82 0.18

GTAC2 0.97 0.03 0.92 0.08

BDJ025 0.83 0.17 0.62 0.38

1AXP 0.91 0.09 0.70 0.30

1ZF1(H2O) 0.85 0.15 0.54 0.46

1ZF1(EtOH) 0.90 0.10 0.91 0.09

1ZF7 0.81 0.19 0.55 0.45

3BSE 0.87 0.13 0.70 0.30

JunFos 0.92 0.08 0.76 0.24 0.90 0.10

NF-kB 0.93 0.07 0.72 0.28

Ndt80 0.76 0.24 0.832 0.172

aResults obtained over 100 ns simulations. (1) Statistical analysis for
EcoRI based on five 20 ns blocks from which the averages and standard
deviations were obtained as follows (%BII, average ( standard
deviation): C27, 10.9 ( 1.2; C27_2b, 24.7 ( 3.21; and Amber, 18.2 (
1.9%. A t test shows that the difference between C27 and C27_2b BII
populations is statistically significant, with a P value of <0.0001. (2)
Trajectory from Hart et al.21 where the Amber parm94 parameters5

were used.

Figure 3. RMS difference versus time for the EcoR1 dodecamer in
solution. RMS differences vs the (A) canonical A form and (B) canonical
B form of DNA for all non-hydrogen atoms in the nonterminal residues.
Results are for theC27 (black), C27_2b (red), and AMBERParm99bsc0
(green) force fields. Inset: Watson�Crick base pair interaction based on
the N1 3 3 3N3 distance distributions for the three force fields and data
from the survey of B form DNA crystal structures (blue).

Figure 4. Percent BII conformation as a function of nucleotide for
EcoR1 from experiment and from the MD simulations using the C27,
C27_2b and AMBER Parm99bsc0 force fields. Data for the symme-
trically related basepair steps have been combined.
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conformation as compared to experimental results. However,
for both EcoRI and JunFos, C27_2b still underestimates the
extent of BII compared to experimental results. While this may be
a limitation of the FF, the method of analysis may contribute to
the difference. Analysis of the simulations was based on direct
counting of the amount of BI andBII (i.e., based onBI is ε� ζ<0)
from which the relative probabilities of the two states were
obtained. Alternatively, in the 31P NMR analysis,20 the chemical
shift is converted to an average ε� ζ value that is used to identify
the percent BI by interpolation between ε� ζ = 90� (0% BI) and
ε� ζ =�90� (100% BI). While the results are similar for the two
analyses, the more approximate interpolation method tends to
overestimate the amount of BII (Figure S2 of the Supporting
Information). Accordingly, the interpolation method used to
estimate the BI/BII content from 31P NMR chemical shifts
slightly overestimates the actual BII content. For example, with
JunFos, the BII content when calculated using the interpolation
method for C27_2b is in excellent agreement with the experi-
mental estimate; the average difference between calculated and
experimental percent BII is 2.3 although the correlation is slightly
worse (0.43 vs 0.49).
As discussed above, in a 10 ns MD simulation of the

Ndt80�DNA complex, the BII conformation at specific base
steps was not maintained using C27.21 In the crystal structure of
the complex, the BII conformation occurs at two important YpG
base steps where arginines hydrogen-bond specifically with
guanines; these were maintained with the AMBER Parm94 FF,
leading to that FF being used in that study. In the crystal
structure, the BII conformation is less pronounced for the
T60�G50 step (ε � ζ = 38�) than for the T40�G30 step (ε �
ζ = 84�). In simulations of the Ndt80�DNA complex, Parm94
gave 49% and 55% BII for these two steps, whereas the corre-
sponding BII populations were 10% and 85%, respectively, in a
100 ns simulation with C27_2b done as part of the present study.
The arginine hydrogen bonding patterns were similar with the
two force fields, with R111 and R177 forming classical arginine
double hydrogen bonds to the guanine N7 and O6 atoms. Both
Parm94 and C27_2b formed the R111-Gua30 hydrogen bonds

>90% of the time, and the R177�Gua50 hydrogen bonds >95%
of the time. Thus, C27_2b has rectified the problem with C27
observed by Hart et al.21

Alteration of the ε, ζ, and sugar dihedral parameters may also
impact the flexibility of the FF, making it necessary to test this
aspect of the model in MD simulations. This was addressed by
analyzing the RMS fluctuations for selected systems and com-
parison with the NMR order parameters for EcoRI. Figure 5
presents the RMS fluctuations as a function of nucleotide for
EcoRI for C27, C27_2b, and AMBER from 100 ns simulations.
The overall pattern of fluctuations is similar for the three FFs,
though the terminal base pairs are clearly more mobile in
C27 and C27_2b as compared to AMBER. Despite more flexible
termini, the fluctuations of the central nucleotides are similar for
the three FFs, with slightly larger RMS fluctuations with C27_2b
than with C27. The RMS fluctuations for C27 and C27_2b for
1ZF7 and 3BSE (Figure S3 of the Supporting Information)
confirm the results from EcoRI (Figure 5), with C27_2b being
more flexible than C27, a somewhat expected outcome consider-
ing the increased BII sampling with C27_2b.
Dynamics of the FFs were also tested on the basis of the

reproduction of NMR order parameters for EcoRI63 for the C27,
C27_2b, and AMBER FFs. Results for the C10, C30, and C6/C8
atoms are in Table 9 for the individual palindromic strands in the
duplex, to probe convergence of the results. In general, the
C27_2b order parameters are lower than those for both C27 and
AMBER, as seen in the average differences in Table 9, with C27
and AMBER having similar values and being in good overall
agreement with experimental results. Thus, the increased fluctua-
tions observed for C27_2b appear associated with order param-
eters systematically lower than those experimentally derived, though
it may be related to the salt concentration in the simulations, as
discussed below.
Correlation coefficients between the MD-based and NMR

order parameters helped analyze how the FFs reflect those values
as a function of sequence (Table 9). For C10, the C27 and
C27_2b correlations range from 0.84 to 0.90 for all nucleotides
(0.57�0.74 without terminal nucleotides). These values are

Table 8. Average Percent BII as a Function of Base-Step for EcoR1, from Experiments and Simulationsa

C27 C27_2b Amber bsc0

base step exptl avg diff avg diff avg diff

C1pG2 46.7 53.2 ( 4.7 6.5 73.9 ( 8.1 27.2 50.1 ( 13.9 3.4

G2pC3 34.3 3.0 ( 1.3 �31.3 20.0 ( 10.6 �14.3 22.0 ( 5.8 �12.3

C3pG4 56.9 14.8 ( 1.8 �42.1 32.8 ( 7.8 �24.2 13.7 ( 5.1 �43.2

G4pA5 35.6 9.6 ( 0.8 �26.0 32.6 ( 6.5 �3.0 46.6 ( 7.1 11.0

A5pA6 21.1 1.8 ( 0.4 �19.3 8.1 ( 1.6 �13.0 8.0 ( 2.1 �13.2

A6pT7 6.6 0.4 ( 0.2 �6.2 1.0 ( 0.3 �5.6 1.7 ( 0.9 �4.9

T7pT8 7.9 0.6 ( 0.2 �7.3 1.6 ( 0.5 �6.3 0.1 ( 0.1 �7.8

T8pC9 22.3 3.6 ( 0.6 �18.7 11.1 ( 1.4 �11.2 1.6 ( 0.3 �20.8

C9pG10 64.8 8.7 ( 0.5 �56.1 34.6 ( 6.1 �30.2 12.8 ( 3.8 �52.0

G10pC11 47.9 4.1 ( 1.6 �43.9 12.7 ( 3.8 �35.2 42.1 ( 11.3 �5.8

C11pG12 65.0 20.2 ( 14.5 �44.8 42.9 ( 5.9 �22.1 1.4 ( 0.5 �63.6

average difference �26.3 ( 5.8 �12.5 ( 5.1 �19.0 ( 7.2

correlation 0.47 0.69 0.31
aResults obtained over 100 ns simulations. Statistical analysis for the individual base steps accounting for the symmetry of the sequence based on five
20 ns blocks from which the averages and standard deviations were calculated. The errors for the average differences are the standard error over all of the
base steps. Correlations are between the experimental and average simulation values over the base steps. Experimental data from ref 24 at 297.2 K.
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higher than their AMBER counterpart. Similar levels of correla-
tion are obtained for the C30�Hvector with all three FFs. For the
C6/C8 values, the correlations are again similar for all the FFs.
When the terminal nucleotides are excluded, the correlation
coefficients are relatively small, possibly due to the small range of
S2 values. With both CHARMM FFs, the values are positive,
while with AMBER they are negative, indicating slightly anti-
correlated behavior. These results are generally consonant with
the BII analysis as a function of sequence (Table 8 and Table S2),
suggesting that C27_2b satisfactorily treats the analyzed proper-
ties as a function of sequence.
Due to their polyanionic nature, oligonucleotides are sensi-

tive to salt concentration.60,64 To test the potential impact of salt
on the reproduction of the NMR order parameters, a second
C27_2b simulation of EcoRI was performed with the salt
concentration adjusted to approximate the experimental
regimen.63 Interestingly, all of the calculated S2 values tend to
be larger in that simulation (Table S3), leading to average
differences that are less negative than those obtained with
C27_2b in low (i.e., neutralizing) salt (Table 9). The increase
in the order parameters is largest at the termini, though increases
in the duplex central region are evident. Thus, even a small
change in salt concentration (i.e., five additional Na+ and five addi-
tional Cl� ions added to a simulation box of almost 26 000 atoms)
appear to impact the calculated order parameters. These results,
along with those for the method used to estimate the BI/BII
ratio, indicate the difficulties and care that must be taken in
performing a rigorous, quantitative comparison of computed
and experimental data. Incidentally, experimentally determined
BI/BII ratios have been shown to depend on the concentration of
monovalent cations.29

The above analyses indicate that C27_2b provides a reason-
able treatment of the equilibrium between the A and B forms of
DNA and improves the representation of the equilibrium
between the BI and BII states. Yet, it was necessary to check
that the C27_2b FF satisfactorily treated other detailed (but
crucial) aspects of DNA structure. This involved examination of
the probability distributions of dihedrals in the phosphodiester
backbone, of the glycosidic linkage, of the sugar puckering, and of
helicoidal parameters. Those distributions may be compared to
X-ray survey data of DNA structures (see the Methods). In
addition, time series may be analyzed to understand details of the
dynamics of the systems. Comparison to crystallographic data is
informative, especially for localized geometric properties. How-
ever, onemust keep inmind that the sequence-specific properties

of DNA in solution may depart from crystallographic averages,
especially regarding helicoidal parameters. Unfortunately, accu-
rate structures of DNA duplexes in solution are still too scarce13

to provide sufficient reference data for systematic evaluation of
simulated structure across sequences.
Dihedral and pucker distributions for the EcoRI dodecamer for

the C27, C27_2b, and AMBER FFs are shown in Figure 6 along
with NDB survey data obtained as part of the present study.
Similar distributions for 3BSE, 1ZF7, and 1ZF1 in ethanol are
included in Figure S4 of the Supporting Information. In EcoRI
(Figure 6), the CHARMM force fields satisfactorily reproduce
the NDB distributions with respect to both the location and
ranges. With all FFs, there is a slight shift in the γ distribu-
tion toward higher values. In the glycosidic χ distribution, the
conventional B form range from 140 to 270 is populated as
expected, but a peak at higher χ around 280� is not present in the
FF results. This peak in the crystal distribution is associated with
terminal nucleotides in the survey; the terminal nucleotides were
not included in the analysis of the MD simulations. Also, the
CHARMM FFs show a minor but distinct population for
χ around 210�, representing A-like χ conformations, which is
slightly more stabilized in C27_2b than C27. This is consistent
with more sampling of δ around 80� (associated with north sugar
puckers) in C27_2b than in C27. Importantly, this increased
sampling of the A-like χ conformation and sugar pucker has not
destabilized the overall B form in C27_2b.With ε and ζ, C27_2b
allows increased sampling in the regions of 240� and 165�,
respectively, associated with the increased BII populations. The
increased BII conformation is also associated with the shoulder in
the β distribution in the region of 140�, consistent with the
previously reported correlation between β and the BI and BII
states.27

Changes in sugar dihedral parameters (Table S1) altered
the sugar pucker distributions while lowering the energy of the
north conformation in model compound 2 (Table 3). Both
CHARMM FFs reproduce the overall distribution in the south
region (∼140 to 180�,∼C20endo pucker) associated with B form
DNA, although the distinct peak at around 150� in the survey
distribution is not reflected in the FF distributions. The shape of
the distributions reproduces the shoulder in the vicinity of 120�,
followed by low sampling at lower pucker values (∼90�, asso-
ciated with the east energy barrier), followed by a peak at 15�
associated with north puckering common to A form DNA
(∼C30endo). Interestingly, the NDB survey shows no sampling
in the north region, although sampling is observed in the vicinity

Figure 5. RMSFluctuations of the EcoR1 dodecamer as a function of nucleotide from 100 nsMD simulations using the C27 (black), C27_2b (red), and
AMBER Parm99bsc0 (green) for the non-hydrogen atoms for the (A) full duplexes, (B) the phosphodiester backbone, or (C) the bases. Structures were
least-squares aligned to the starting stuctures based on all non-hydrogen atoms prior calculation of the RMS fluctuations. The sequence numbering on
the x axis covers the two strands of the oligonucleotide, with positions 12 and 13 corresponding to termini nucleotides.



357 dx.doi.org/10.1021/ct200723y |J. Chem. Theory Comput. 2012, 8, 348–362

Journal of Chemical Theory and Computation ARTICLE

of 90� for δ in the survey. Detailed analysis indicates that subtle
differences in the nature of the sugar puckering (i.e., associated
with differences in the five furanose ring dihedrals that define
the pucker) in A vs B form crystal structures when δ is ∼90�
are present, leading to the lack of north sampling in the sugar
phase in the survey data. Studies to better elucidate this effect are
ongoing.
Concerning systems 1ZF7, 3BSE, and 1ZF1 in 75% ethanol

(Figure S4), the results from 1ZF7 and 3BSE are similar to those
forEcoRI, consistent with those structures sampling the B form in
solution. With 1ZF7, increased sampling of the BII conformation,
consistent with its high GC content (Table 1), is seen in the β, ε,
and ζ distributions for C27_2b. In the 3BSE simulation, the
additional peak in the ζ distribution with C27 and the additional
sampling of north sugars in C27_2b are consistent with the
reported disordered nature of the duplex in solution.65 In parti-
cular, the authors note a six base A+T rich segment at the center of
the strand, showing “unusually weak electron density, suggesting
conformational fluctuations,” and propose that its disorder is
“intrinsic to its sequence”. In this region, C27 gives an average
RMS fluctuation of 1.64 Å over all residues, with C27_b giving an
average RMS fluctuation of 1.87 Å. For comparison, in the B form
structures EcoRI and 1ZF7, and considering all nonterminal
residues, C27 gives average RMS fluctuations of 1.24 and 1.20 Å,
respectively, while C27_2b gives average RMS fluctuations of
1.43 and 1.49 Å, respectively.
For 1ZF1 in ethanol, where the survey data are that from A

form helices, the difference in sampling associated with C27
assuming a B conformation while C27_2b remained in the A
conformation is evident. The A form conformation in the
C27_2b simulation nicely reproduces all of the survey distribu-
tions. Increased sampling of δ = ∼80� and north puckers is
evident. The model reproduces the shift in the location of the
maxima in the ε and ζ distributions, versus that occurring in the
B form survey data (i.e., compare survey results in Figure S4b
and c), further indicating the conformational properties of C27_2b
to be sensitive to changes in the environment.
The dihedral and pucker distributions with AMBER for EcoRI

(Figure 6) are generally similar to the CHARMM FFs, but with
notable differences. The AMBER α distribution is shifted to
lower values compared to the survey, though the peak height is in
good agreement. The peak height is also in good agreement for β,

Table 9. Order Parameters, S2, for EcoRI from NMR
Experiments and MD Simulationsa

C10 atom exptl C27 C27_2b Amber

base S2 SD s1 s2 s1 s2 s1 s2

1 0.52 0.02 0.26 0.30 0.17 0.02 0.56 0.38

2 0.78 0.03 0.80 0.80 0.78 0.59 0.70 0.78

3 0.74 0.03 0.66 0.65 0.54 0.61 0.66 0.72

4 0.88 0.03 0.85 0.86 0.79 0.82 0.67 0.70

5 0.84 0.03 0.89 0.88 0.82 0.83 0.74 0.76

6 N.A. N.A. 0.77 0.79 0.57 0.57 0.81 0.82

7 0.92 0.02 0.74 0.76 0.66 0.66 0.85 0.85

8 0.86 0.02 0.83 0.82 0.81 0.80 0.82 0.82

9 0.68 0.03 0.64 0.61 0.56 0.54 0.71 0.69

10 0.85 0.02 0.80 0.84 0.59 0.81 0.73 0.67

11 0.71 0.02 0.66 0.78 0.62 0.64 0.78 0.77

12 N.A. N.A. 0.30 0.69 0.23 0.57 0.50 0.67

difference analysis

average all �0.06 �0.05 �0.14 �0.14 �0.05 �0.06

correlation 0.90 0.88 0.84 0.89 0.70 0.79

average_non_terminal �0.04 �0.03 �0.12 �0.11 �0.06 �0.05

correlation 0.74 0.69 0.57 0.73 0.39 0.36

C30 atom exptl C27 C27_2b Amber

base S2 SD s1 s2 s1 s2 s1 s2

1 0.39 0.02 0.29 0.35 0.15 0.07 0.52 0.36

2 N.A. N.A. 0.75 0.79 0.78 0.59 0.79 0.78

3 N.A. N.A. 0.57 0.53 0.45 0.54 0.70 0.65

4 N.A. N.A. 0.85 0.85 0.79 0.84 0.74 0.78

5 0.90 0.02 0.90 0.87 0.80 0.81 0.78 0.78

6 0.79 0.03 0.67 0.71 0.35 0.37 0.82 0.83

7 N.A. N.A. 0.63 0.71 0.44 0.44 0.83 0.82

8 0.79 0.03 0.81 0.78 0.76 0.73 0.79 0.78

9 0.67 0.04 0.46 0.42 0.45 0.39 0.66 0.67

10 N.A. N.A. 0.73 0.80 0.37 0.78 0.80 0.75

11 N.A. N.A. 0.39 0.72 0.35 0.52 0.74 0.79

12 0.43 0.05 0.49 0.70 0.35 0.48 0.54 0.61

difference analysis

average all �0.06 �0.02 �0.18 �0.18 0.03 0.01

correlation 0.89 0.67 0.80 0.74 0.95 0.88

average nonterminal �0.08 �0.09 �0.20 �0.21 �0.02 �0.02

correlation 0.93 0.94 0.61 0.72 0.70 0.72

C6/C8 atoms exptl C27 C27_2b Amber

base S2 SD s1 s2 s1 s2 s1 s2

1_C6 0.77 0.04 0.39 0.45 0.29 0.11 0.58 0.56

2_C8 0.81 0.07 0.87 0.87 0.84 0.84 0.86 0.85

3_C6 0.92 0.04 0.86 0.86 0.84 0.85 0.85 0.86

4_C8 N.A. N.A. 0.90 0.90 0.88 0.88 0.88 0.88

5_C8 N.A. N.A. 0.90 0.90 0.89 0.89 0.88 0.89

6_C8 N.A. N.A. 0.91 0.91 0.90 0.90 0.91 0.91

7_C6 0.83 0.02 0.86 0.87 0.86 0.86 0.92 0.92

8_C6 0.87 0.04 0.86 0.86 0.85 0.85 0.91 0.91

9_C6 0.79 0.06 0.87 0.86 0.83 0.84 0.87 0.87

Table 9. Continued

C6/C8 atoms exptl C27 C27_2b Amber

base S2 SD s1 s2 s1 s2 s1 s2

10_C8 0.88 0.04 0.89 0.90 0.87 0.88 0.88 0.87

11_C6 0.88 0.04 0.86 0.85 0.82 0.82 0.87 0.87

12_C8 0.91 0.08 0.70 0.80 0.61 0.65 0.76 0.78

difference analysis

average all �0.05 �0.04 �0.09 �0.11 �0.02 �0.02

correlation 0.42 0.50 0.36 0.46 0.35 0.41

average nonterminal �0.01 0.00 �0.05 �0.04 0.00 0.01

correlation 0.09 0.06 0.12 0.18 �0.13 �0.09
aResults from the simulations are presented individually for strand 1
(s1) and strand 2 (s2). Experimental data fromDuchardt et al.63 Analysis
over the 5�100 ns portions of the trajectories. SD indicates the standard
deviation in the experimental values. Difference and correlation coeffi-
cient calculated over nucleotides for which experimental data are
available, excluding the terminal nucleotides.
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though the shoulder in the vicinity of 140� is too small, consistent
with the lower amount of sampling of the BII conformation. A
shift to higher values is present in the γ distribution as compared
to the survey. With δ, the range covered by AMBER is similar to
that from the survey, while sampling of the∼90� region is more a
shoulder than a distinct peak. This is consistent with the sugar
phase distribution, which is quite broad with no sampling of the
north conformation. A study by Kollman and co-workers ad-
dressed this issue,6 though the resulting parametrization is not
included in the AMBER parm99bsc0 FF. With ε and ζ, sampling
of the 240� and 165�regions, respectively, is underestimated
relative to that in the survey, again consistent with the lower
amount of BII sampling. The major ε peak agrees well with
experimental results, though the peak at higher values associated

with the BII conformation is systematically shifted relative to that
from the survey. The major peak for ζ in the 270� region is shifted
to values higher than in the survey, while the BII associated peak
extends to values lower than in the survey. Finally, with χ, a broad
range of values is sampled in general agreement with the survey
data; a distinct peak at ∼210�, associated with A-like conforma-
tions, that occurs in the CHARMM force fields, is not present.
This analysis indicates AMBER to generally sample ranges of the
dihedrals seen in the survey data, consistent with the B form of the
dodecamer being stable in solution; however, systematic shifts
with respect to the survey data are present in a number of cases.
To better understand the nature of the conformational transi-

tions giving rise to the distinct peaks in the distributions of the
sugar pucker, ε and ζ (Figure 6), the corresponding time series
from the C27_2b EcoRI simulation were analyzed. Selected
time series are shown in Figure 7 with all of the pucker, ε, and ζ
time series shown in Figures S5, S6, and S7 of the Supporting
Information, respectively. These plots show that the three
degrees of freedom have undergone a large number of transi-
tions, such that the lifetimes of the distinct conformations are on
the 10 ps time scale. Similar results were obtained in the AMBER
EcoRI simulation (not shown). The relatively short lifetimes are
consistent with NMR 13C spin relaxation experiments from
which relaxation times in sub-100-ps range were measured for
the C10�H10 and C30�H30 vectors.63 Concerning ε and ζ, some
31P NMR experiments suggested that the free energy barrier for
the BI to BII transition might be in the range of 12 to 15 kcal/
mol.24 This barrier height would suggest a lifetime on the order of
milliseconds, significantly longer than observed with the present
FFs. However, those estimates are based on the assumption of a
two state model, which the present calculations indicate may not
be appropriate given the significant sampling of intermediate
states in both ε and ζ.
The “intrinsic” contribution to the barrier between the BI and

BII states had been found to be less than 2.0 kcal/mol in QM
calculations based on compound 2 without the base.31 Here,
additional 2D ε vs ζ energy surfaces were obtained with C27,
C27_2b, and QM at the MP2/6-31+G(d) level for model

Figure 6. Dihedral angle and pseudorotation angle probability distributions from 100 ns MD simulations of EcoRI using the C27 (black), C27_2b
(red), and AMBER Parm99bsc0 (green). Included are corresponding distributions from a NDB survey of all B form structures with a resolutione2.5 Å.

Figure 7. Time series from EcoRI C27_2b simulation for (A) sugar
puckering of strand 1, nucleotide 3, (B) ε of strand 1, nucleotide 4, and
(C) ζ of strand 1, nucleotide 4. Data points are shown for every 100 ps.
See Figures S6, S7, and S8 of the Supporting Information for all
puckering, ε and ζ time series. Note that in the BI state ε and ζ are
approximately 190� and 270�, respectively, and in the BII state they are
approximately 270� and 180�, respectively.
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compound 2 in which the base had been omitted. Shown in
Figure 8 are the three energy surfaces with the locations of the BI
and BII conformations shown on the right-hand panel. The
overall shapes of the surfaces are similar, though differences are
evident. The BI minimum is not as deep in the empirical surfaces
versus the QM, while the opposite is true for the BII minimum.
The increased depth of the BII minimum in C27_2b versus C27
is evident, consistent with the lowering of the relative BII energy

based on model compound 1 (Table 2). Concerning the barrier
between the BI and BII conformations, there are two low energy
paths along ε∼200 and∼270� on all three surfaces. In all of the
surfaces, the highest energies are between 1 and 2 kcal/mol with
the barriers being lower in the empirical surfaces. A previous
study estimated the free energy barrier to be in the range of 2.6 to
3.1 kcal/mol based on potential of mean force calculations
between the A and B forms of DNA.66 These values are
consistent with the 1D surfaces for 1 (Figure 2) and indicate
that the experimental estimate of >12 kcal/mol is not due to the
intrinsic energies of the phosphodiester backbone, suggesting
that more global structural phenomena (e.g., base stacking, sugar
puckering etc.) may be contributing to the barrier if the model
used to make the experimental estimates is appropriate. Future
studies are required address this issue.
Helicoidal parameters are commonly used to define the

orientations of the bases relative to the helical axis and vary
among the different forms of DNA.51,52,67 Accordingly, the FFs
should be able to reproduce experimental values for these
descriptors. In the present study, the experimental data are
probability distributions of selected helicoidal parameters based
on the survey of crystallographic structures. Presented in Figure 9
are the survey data along with probability distributions from the
EcoRI simulations using C27, C27_2b, and AMBER. In general,
all three forces fields adequately reproduce the survey distribu-
tions. With roll, the AMBER distribution is in slightly better
agreement with the survey while C27_2b yields slightly better
overlap with the survey data for slide than both C27 and AMBER.
Comparison of the C27 and C27_2b distributions show them to
generally be similar. This is expected as the base parameters have
not changed, although some correlations between backbone
conformation and helicoidal parameters are known.
Analyses of selected helicoidal parameters as a function of

nucleotide from the EcoRI simulations are presented in Figure S8
of the Supporting Information. The figures include the values
from the EcoR1 crystal structure 1BNA. All three FFs do well in
reproducing the trends observed in the crystal structures. No-
tably, none of the FFs reproduce the large value of twist at base
pair 2 (the first G along the X axis) and the small values of Roll
and Rise at base pair 3. Concerning the overall values of twist, the
C27, C27_2b, and AMBER values were 34.4 ( 4.8, 33.8 ( 5.4,
and 32.8 ( 6.4�, respectively, where the values are the averages
and the standard deviations over the nucleotides. AMBER is in
better agreement with the average value from the 1BNA crystal

Figure 8. 2D potential energy surfaces of ε vs ζ for the (A) C27 FF, the (B) C27_2b FF, and (C) QM MP2/6-31+G(d) levels of theory for model
compound 2 with the base omitted. Energies in kcal/mol. Sugar pucker was restrained to the south pucker by constraining C10�O40�C40�C30 = 0.0,
and the α dihedral was constrained to 300�.

Figure 9. Helicoidal parameter probability distributions from 100 ns
MD simulations using the C27 (black), C27_2b (red), and AMBER
Parm99bsc0 (green). Included are corresponding distributions from a
NDB survey of all B form structures with a resolution e2.5 Å.
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structure of 32.8 ( 10.6�, though both CHARMM force fields
are in better agreement with the value for canonical B formDNA,
36�, consistent with previous studies.43,68

Finally, to further test the generality of the C27_2b FF, it was
used to simulate a Z-form dodecamer in its crystal environment
(1LXJ, #9 in Table 1). RMSD analysis (Table 6) showed the
simulations to stay close to the initial Z-form crystal structure.
Dihedral distributions were also calculated and compared to
survey data of Z-DNA structures that included unmodified and
base-modified duplexes to get a satisfactory sample size (Figure
S4d, Supporting Information). The simulated distributions are in
overall reasonable agreement with the survey distributions.
Notably, the two peaks associated with the syn and anti con-
formations about the glycosidic linkage (χ) are maintained,
although some systematic shifts relative to experimental results
are observed. Similar systematic shifts are seen in the calculated
phase distributions as well as elsewhere, which is assumed to be
associated with the FF being optimized to reproduce dihedral
distributions of A and B forms of DNA.Despite these differences,
it appears that C27_2b is of utility for simulations of Z DNA in
the appropriate environment. While not shown, a simulation of
1LXJ in solution was unstable, with the DNA unwinding,
indicating that C27_2b does not artificially stabilize Z DNA.

’CONCLUSIONS

We have presented a refinement of the CHARMM27 all-atom
additive force field for nucleic acids with emphasis on improving
the sampling of the BII state of B form DNA. This required
adjustment of selected parameters and validation of many facets
of the resulting force field in relation to its representation of
various forms of DNA and the conditions in which they are
stable. Parameter optimization was initially based on model
compounds allowing for systematic changes in only the dihedral
parameters to improve agreement with target QM data. This
yielded several parameter sets that were tested in condensed
phase simulations of a training set of oligonucleotides. This
procedure was also applied to improve treatment of the sugar
pucker with respect to north and south conformations that
dominate the A and B forms of DNA, respectively. The most
promising FF model (C27_2b) was then used in simulations of
other DNA molecules for a duration of 100 ns, with the EcoRI
simulation extended to 300 ns. Analysis of these simulations
showed the C27_2b FF model to reproduce a range of experi-
mental data in DNA, thereby providing convincing validation for
C27_2b. In particular, C27_2b provides a more accurate treat-
ment of the BI/BII equilibrium in DNA, which is a signifi-
cant improvement over C27. Simulations using the AMBER
parm99bsc0 FF were also undertaken on EcoRI and JunFos,
yielding overall results similar to those for both CHARMM force
fields, although some differences in the sampling of backbone
dihedrals were observed.While general agreement of the C27_2b
with a range of experimental observables was obtained, technical
difficulties in obtaining rigorous quantitative comparisons of cal-
culated and experimental results for the BII populations and
NMR order parameters were noted. Also, the dearth of accurate
DNA structures in solution, with experimentally characterized
populations and dynamics, remains a fundamental limitation for
the development and optimization of DNA force fields. The selected
DNAFFwill be included with a recent revision of the CHARMM
RNA FF,34 yielding the CHARMM36 all-atom additive force
field for nucleic acids.
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ABSTRACT: Simple helix�coil transition theories have been indispensable tools in the analysis of data reporting on the reversible
folding of α-helical polypeptides. They provide a transferable means to not only characterize different systems but to also compare
different techniques, viz., experimental probes monitoring helix�coil transitions in vitro or biomolecular force fields in silico. This
article addresses several issues with the application of Lifson�Roig theory to helix�coil transition data.We use computer simulation
to generate two sets of ensembles for the temperature-controlled, reversible folding of the 21-residue, alanine-rich FS peptide.
Ensembles differ in the rigidity of backbone bond angles and are analyzed using two distinct descriptors of helicity. The analysis
unmasks an underlying phase diagram that is surprisingly complex. The complexities give rise to fitted nucleation and propagation
parameters that are difficult to interpret and that are inconsistent with the distribution of isolated residues in the α-helical basin. We
show that enthalpies of helix formation are more robustly determined using van’t Hoff analysis of simple measures of helicity rather
than fitted propagation parameters. To overcome some of these issues, we design a simple variant of the Lifson�Roig model that
recovers physical interpretability of the obtained parameters by allowing bundle formation to be described in simple fashion. The
relevance of our results is discussed in relation to the applicability of Lifson�Roig models to both in silico and in vitro data.

’ INTRODUCTION

Elucidating the helix�coil transition microscopically has long
been deemed to be of utmost importance for the understanding
of protein folding, and the reader is referred to excellent review
articles for further reading.1,2 The process is of such elementary
nature that it has also become an indispensable benchmark for
the development of biomolecular force fields.3�7

Helix�coil transition data are often analyzed in an established
statistical framework such as that of Zimm and Bragg,8 Gibbs and
DiMarzio,9 or Lifson and Roig (LR).10 In the latter, it is assumed
that the potential energy function of the system can bemapped to
terms written over the ϕ/ψ angles of individual polypeptide
residues with the exception of an α-helical hydrogen-bonding
term coupling residue i energetically to residues i � 1 and i + 1.
This term is triggered as soon as three consecutive residues are in
a helix-competent conformation, and the resultant favorable
energy contribution is mapped exclusively onto residue i. In
the absence of hydrogen bonds, the statistical weights of helix-
competent vs helix-incompetent (“coil”) states correspond to the
respective, partial integrals over the Ramachandran map that due
to the lack of residue�residue coupling can be formulated for
each residue individually:

u0i ¼
Z

ci
e�βUðj,ψÞdjidψi ð1Þ

v0i ¼
Z

hi
e�βUðj,ψÞdjidψi ð2Þ

Here, ci and hi denote the helix-incompetent and helix-
competent regions of ϕ/ψ space, respectively, while U is the
(unknown) potential energy function. The LR model stipulates
that whenever three consecutive residues are in helical confor-
mation, stabilization occurs and another statistical weight, w0

i, is
invoked. Recognizing the arbitrary absolute scale of the energy in

the system, the statistical weights can be normalized by u0. Then,
the low level of coupling allows the partition function to be
expressed in matrix form:10

Z ¼ ð 0 0 1 Þ 3 ΠNr
i¼ 1

wi vi 0
0 0 1
vi vi 1

0
BB@

1
CCA

2
664

3
775 3

0
1
1

0
BB@

1
CCA ð3Þ

Here,Nr is the number of residues with peptide bonds on both
sides and is equivalent to the number of amino acids for capped
polypeptides. If we ignore any sequence specificity (including
end effects), the matrices become identical, i.e., all residue
subscripts can be dropped, and it is possible to obtain global
averages as follows:

ÆNhæ ¼ ∂ln Z
∂ln w

ÆNsæ ¼ ∂ln Z
∂ln v12

ð4Þ

Here, Nh denotes the number of α-helical hydrogen bonds,
andNs the number of helical segments. Matrix element v12 refers
to a single instance of v in the matrix. Note that Ns by definition
includes segments of only two helical residues in a row with no
hydrogen bonds formed. This is because the formalism in eq 3
only scans three consecutive residues, and v12 corresponds to
states of the type “hhc” (helix, helix, coil) regardless of con-
figuration of preceding residues. Further illustrations of LR
theory using a simple example are provided in the Supporting
Information.
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Because w denotes the ratio of the statistical weights of
hydrogen-bonded and coil states for an individual residue, it is
often assumed to correspond directly to the stepwise equilibrium
constant of helix elongation, i.e., �β�1 ln w ≈ ΔGhb, where β is
the inverse thermal energy, and ΔGhb the free energy gain
associated with the formation of a single hydrogen bond. It is
possible to determine w from equilibrium experiments that are
able to estimate helix content directly, such as temperature-
dependent circular dichroism (CD) spectroscopy, by fitting the
raw data to a two-state model that allows extraction of ÆNhæ and
subsequent fitting to yield w. This requires knowledge of v, which
is often obtained independently or can be fit if data for multiple
chain lengths are available.11 Limitations of the LR model were
established and analyzed soon after publication of the original
model, and extensions were suggested.12,13 Throughout the past
two decades, specific modifications were proposed that incorpo-
rate helix capping,14 short-range side chain interactions,15 or
extensions beyond the triplet model.16

Experimental analyses of the helix�coil transition designed to
extract more than just helix content and to interpret the results in
terms of a microscopic theory have had to utilize assumptions to
avoid overfitting the data. Rohl et al.17 used the kinetics of amide
proton exchange to show that a single model with essentially
three parameters can fit data at a single temperature for poly-
peptides of the series Ace-(AAKAA)mY-NH2 reasonably well for
values of m ranging from 1 to 10. Such a simple model was
obtained by assuming a homopolymer and by assuming that
exchange in the only considered hydrogen-bonded state
(α-helix) is completely quenched. Then, the free parameters
were the exchange rate in the coil-state and the aforementioned
helix nucleation and propagation parameters.

Later, the same authors showed that, for a nearly identical
series of peptides and over a limited range of temperatures, two
types of fits with similar quality could be obtained, both using a
T-independent helix nucleation parameter and again assuming
homopolymeric behavior.18 In the first fit, T-dependent propa-
gation parameters were derived from CD, and the exchange rates
in the coil-state were fitted, whereas in the second, the exchange
rate was fixed to that observed for the shortest peptide, and helix
propagation parameters were fit. These fits show small systematic
deviations and yielded a slight inconsistency that was interpreted
as stemming from the inapplicability of the exchange rate in the
canonical coil state (shortest peptide) to the coil state seen for
longer peptides capable of forming helices.

Thompson et al.19 constructed a kinetic zipper model for a
similar alanine-based peptide (termed FS-peptide)20 to simulta-
neously interpret data from laser T-jump experiments and CD.
They found that the equilibrium data could be equally well
reproduced by different parameter sets but that relaxation rates
were only consistent with values of the T-independent nuclea-
tion parameter that are significantly larger than those reported by
Rohl and colleagues.17 In their model, Thompson et al. were,
however, restricted to the assumption of only a single helical
segment being allowed to form. Examples, such as the three
studies mentioned above, have led to the transferability of
parameters derived from LR models being questioned.21,22

Based on the extensive literature on the subject, several
assumptions inherent to the application of LR models to
helix�coil transition data emerge as questionable:
(1) Even in the absence of helix formation, independence

of the backbone angles of individual residues does not
hold.22,23

(2) Helix stability does not just depend on hydrogen bonds
but encompasses solvation and hydrophobic terms.24�26

(3) Scattering experiments and in silico studies have pro-
posed that the single-sequence approximation is mislead-
ing even for relatively short peptides.27,28 It appears quite
likely that helix bundles form through stabilization by
tertiary interactions that are not representable in LR
models. Such interactions are also one possible expla-
nation for the observed length-dependent propagation
behavior of α-helices.29�31

(4) As a corollary to the previous point, it is worthmentioning
that LR models predict that very long helices are extre-
mely stable, which contrasts with the low prevalence of
long helices in biological systems: The likelihood of
observing helices longer than 15 residues in globular
proteins decreases rapidly,28 and even putative coiled-coil
domains rarely exceed 150 residues despite the pres-
ence of stabilizing and specific tertiary interactions.32 Of
course, these data provide indirect evidence only as the
impacts of evolutionary pressures vs physicochemical
properties cannot be delineated.

In addition, applications of LRmodels tomolecular simulation
data have revealed that in almost all molecular force fields, the
statistical likelihood of occupying the region of Ramachandran
space compatible with α-helical hydrogen bonds is larger than
proposed nucleation parameters suggest. Nucleation parameters
are routinely overestimated when analyzing in silico data,5,33,34

and this constitutes either a fundamental error in force fields or a
disconnect between in vitro and in silico interpretations of helix
nucleation.

In this contribution, we employ molecular dynamics simula-
tions in an all-atom representation of the FS-peptide (acetyl-
A5(AAARA)3A-N-methylamide) coupled to the recently devel-
oped ABSINTH implicit solvation model.34 Our aim was to
generate a diverse but statistically sound set of data that highlight
limits of applicability and interpretability of LR fits and para-
meters to computational and atomistic sampling of the tempera-
ture-dependent helix�coil transition.We employ a wide range of
simulation temperatures and compare models differing in the
imposed rigidity of backbone bond angles to explore the
thermodynamics of the transition in richer detail. The known
impact of such constraints35 is found to be large and is affecting
qualitative features of the sampled ensembles as well. Using our
simulation data, we show that LR fits yield results that are
unsatisfactory either in terms of parameter interpretability or in
terms of fit accuracy. We highlight the lack of transferability by
showing that the temperature dependence of the fitted helix
propagation parameter cannot be connected easily to the bulk
behavior of the peptide. Finally, we suggest additional tests and
alternative routes for analyzing in silico data, the most important
one being the inclusion of the mean number of isolated residues
in the α-helical basin, ÆN1æ, in the LR fitting.

’METHODS

Simulation Design. The FS-peptide (acetyl-A5(AAARA)3A-
N-methylamide)20 was enclosed in a spherical droplet of 40 Å
radius along with explicit sodium and chloride ions compensating
the peptide’s positive charge and adding a background electrolyte
concentration of ∼150 mM. Starting configurations were ran-
dom aside from satisfying excluded volume requirements. The
effects of water were described by the ABSINTH implicit
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solvation model,34 which is a group transfer-based model similar
in spirit to the EEF1 model36 and based in parts on the OPLS-
AA/L force field37 (see Methods in Supporting Information for
further details). The simulations integrated Langevin equations
of motion at constant volume with a time step of 2.5 fs and a
universal atomic friction coefficient of 1.2 ps�1.38 With these
settings, integration was stable, and net temperature artifacts due
to integrator, cutoff, and other noise terms assumed maximal
values of∼4K for the highest temperature (see below). The use
of a Langevin integrator neglecting hydrodynamic interac-
tions with artificially low friction in conjunction with an implicit
solvent model means that the resultant conformational dynamics
will not be physically realistic. The motivation for this setup lies
in obtaining converged equilibrium data of the thermodynamics
of the helix�coil transition as a function of temperature, which
allow rigorous assessment of LR models.
To additionally enhance sampling, we employed the replica�

exchange (RE) technique39 and constructed two overlap-
ping schedules each consisting of 16 temperatures. The low-
temperature schedule used 220, 227, 234, 242, 250, 259, 268,
278, 288, 299, 310, 322, 334, 347, 360, and 374 K, and the high-
temperature schedule used 260, 268, 276, 284, 292, 300, 310,
320, 330, 340, 350, 360, 375, 390, 410, and 440 K. Exchanges
between neighbors were attempted every 25 ps in either case.
The average acceptance probability for the swap moves generally
exceeded 33% except for terminal replicas. The low exchange
attempt frequency was intended, and the results show that
sampling is robust regardless. Comparison of results from the
two completely independent runs across the overlapping region
allows a simple and rigorous assessment of sampling quality. It
should be noted that implicit solvents do not exhibit phase
transitions, thereby allowing the use of unusual temperatures. An
exact mapping of simulation temperatures to realistic ones is
typically not possible. Specifically for the ABSINTH continuum
solvation model, temperatures between 280 and 350 K may be
reasonably well-represented,34 but the primary reason for using
“unphysical” temperatures lies in our aims to create as diverse an
ensemble of helical and coil states as possible and to optimize
benefits from RE sampling to obtain statistically sound data.
Residue-based neighbor lists were recalculated every 5 steps,

and interactions were generally truncated at 12 Å. Interactions
between residues carrying a net charge were not truncated at all
but instead computed in a monopole approximation if their
distance exceeded 12 Å. The total simulation length of an
individual temperature replica was always 250 ns, with the first
50 ns being discarded as equilibration. Two different sets of
holonomic constraints were enforced during integration (see
below). All simulations were performed using the homegrown
CAMPARI software package.40 The data for alanine dipeptide in
Figure 7 were extracted from simulations of 125 ns in length.
With the exception of the absence of any ions, these runs used
identical conditions and settings and were performed indepen-
dently for either set of constraints.
Constraints.We simulated the FS-peptide using two different

sets of holonomic constraints enforced during integration of the
equations of motion via the SHAKE algorithm.41 The first set
constrained the lengths of all covalent bonds. This corresponds
to a standard setup in molecular dynamics applications. The
second set specifically rigidified backbone bond angles by
introducing additional distance constraints between Cα and O,
Cα and HN, N and Cβ, C and Cβ, N and C, Ci�1 and Cα, and
Cα and Ni+1. Even though the coupling between constraints is

increased, this set is still comfortably solvable by SHAKE. We
used a relative tolerance of 10�4 and verified that the corre-
sponding internal degrees of freedom were in fact constant
throughout the simulations.
It should be noted that we ignored contributions to the

equilibrium populations stemming from the mass-metric tensor
determinant.42 Given that fixed bond lengths are not typically
considered as a source of bias error and that we introduce only a
subset of possible bond angle constraints, we assume that the
combination of a stochastic dynamics integrator and a structured
energy landscape renders potential artifacts minor.43,44 Support
for this assumption is presented in Figure S1 in the Supporting
Information, where we compare molecular dynamics to Monte
Carlo data. The latter is based on an implementation34 that
rigidifies all bond angles (and some dihedral angles) and is
inherently free of mass-metric tensor artifacts due to the absence
of momenta. For the polypeptide backbone, it is therefore very
similar to the case with rigidified backbone angles shown here.
Consequently, quantitative similarity is expected and largely seen
in Figure S1, Supporting Information. Formulations incorporat-
ing explicit corrections for mass-metric tensor artifacts exist but
require dedicated integrators.44,45

Analysis of Simulation Data. Statistics for all data were
collected every 25 ps. The α-helical region of Ramachandran
space was defined identically to previous work.34 Define second-
ary structure of proteins (DSSP) statistics were collected by
assigning secondary structure based on hydrogen-bond patterns
using the actual trajectory coordinates for amide hydrogen atoms.
The default cutoff criteria employed by Kabsch and Sander46

were used throughout, but numerical tests (not shown) revealed
the sensitivity of altering the energetic cutoff for hydrogen bonds
from�0.5 to�0.3 and�1.0 kcal/mol, respectively, to be insigni-
ficant compared to the differences between flexible and rigidified
models or between measures of helicity in Figures 1 or S1,
Supporting Information. Helical segments in DSSP require at
least two, consecutive hydrogen bonds of if i + 4 registry. This
means that three-residue segments are missed in the DSSP
analysis, which in LR theory are assumed to possess one helical
hydrogen bond. Furthermore, one- and two-residue segments
are not accounted for at all. Both methods can theoretically yield
false positives and false negatives, and this is partially intended:
Torsional statistics are purely based on inference, and any three-
residue segment assigned as helix may easily be in a conforma-
tion not amenable to hydrogen-bond formation. Conversely,
α-helical hydrogen bonds may be formed even when not all three
intervening residues are in the torsional basins due to compen-
satory effects. DSSP assignments on the other hand imply that
not all hydrogen bonds throughout a helix may satisfy the
significance cutoff, but that the residues are treated as a single
helix nonetheless. Conversely, two consecutive hydrogen bonds
may both be barely within the cutoff andmay not correspond to a
proper α-helical segment.
Length-dependent statistics for helical segments (continuous

residues in helical conformation as determined by either DSSP or
torsional occupancy) were collected and used to determine ÆNsæ
and ÆN1æ. For each encountered segment, the contribution to
ÆNhæ was inferred as ls � 2, where ls is the length of the
corresponding segment. To be able to use DSSP-based statistics
consistently, counts for three-residue segments contributing to
ÆNhæ, for two- and three-residue segments contributing to ÆNsæ,
and for one-residue segments constituting ÆN1æ were taken from
the torsional assignment instead (this gives rise to the “DSSP corr.”



366 dx.doi.org/10.1021/ct200744s |J. Chem. Theory Comput. 2012, 8, 363–373

Journal of Chemical Theory and Computation ARTICLE

data set in Figures 1, 3, and 6 and S1, S3, and S4, Supporting
Information). We believe it is important to include two-residue
segments in the counting in contrast to suggestions in the recent
literature.3 This is because otherwise ÆNhæ and ÆNsæ becomemore
closely correlated, and less information than possible is being
utilized.
Fitting Procedure. In all fits, the chosen model was fit to the

data by a Monte Carlo procedure that allowed randomization
over a reasonable interval (10% likelihood, 50% for the parameter
f3 that we introduce in eq 9 below) or stepwise perturbations
(90% likelihood, 50% for f3) of the fit parameters. All parameters
were fit simultaneously, and a new set of values was accepted
whenever the metric of goodness of fit was improved. The latter
was defined as the normalized root-mean-square (rms) devia-
tions of the two or three fitted quantities, viz., either ÆNhæ and
ÆNsæ or ÆNhæ, ÆNsæ, and ÆN1æ. The normalization values were 19, 2,
and 2, for ÆNhæ, ÆNsæ, and ÆN1æ, respectively. Normalized rms
deviations were chosen to achieve a balanced impact of all three
quantities irrespective of their value. The fits were generally
highly reproducible and did not depend on the initial guess,
indicating that a unique optimal solution given the metric of
goodness exists. If this was not the case, it is noted in the text.

’RESULTS AND DISCUSSION

In published computational work, connections to LR theory
are usually made by parsing segment distributions for the peptide
in question with respect to the α-basin which is defined by some
heuristic.3,5,33 From this, ÆNsæ and ÆNhæ are estimated by assum-
ing that, just like the LR stipulation, three consecutive residues in
helix conformation will yield a hydrogen bond. This is an indirect
estimation, and we show in Figure 1 how such inference
compares to more direct estimates based on DSSP hydrogen-
bond energies.
Cooperative Helix Melting and the Influence of Rigid

Backbone Bond Angles. Figure 1A shows results from two
independent temperature RE runs each for two different sets of
constraints using both DSSP and torsional estimates of the
number of α-helical hydrogen bonds. The first noteworthy point
is the excellent congruency between the two independent RE
runs. Since this constitutes convincing evidence toward the
statistical reliability of the data, error estimates from block
averaging, which would inherently be less rigorous indicators,
are omitted for reasons of clarity from this and all further plots.
What impact does backbone rigidity have on the helix�coil

transition? For both sets of constraints, the peptide shows a well-
defined melting transition with increasing temperature. The loss
of α-helical hydrogen bonds appears cooperative in either case,
but, as is observed experimentally,19,47 occurs over a relatively
broad temperature range. If bond angles along the backbone are
rigidified, both the melting temperature and the limiting helical
content in the helix phase experience a substantial upshift. This is
true irrespective of whether hydrogen bonds are inferred by the
DSSP algorithm or based on torsional segment statistics. The
DSSP-based values are generally larger. This leaves at least two
possibilities that are mutually compatible: On average the
inference from torsional statistics misses hydrogen bonds
(false negatives) and/or the DSSP inference overestimates
numbers of hydrogen bonds (false positives, see Methods
Section for details).
Panel B shows that there are qualitative differences between

the two ensembles as well. With only bond lengths constrained,

Figure 1. Quantification of helical content as a function of temperature
for the FS-peptide using two different sets of holonomic constraints
during the simulations. Panel A shows the mean number of α-helical
hydrogen bonds, ÆNhæ, inferred from either torsional statistics (“ϕ/ψ”)
or DSSP assignments for the FS-peptide with corrections for three-
residue segments (see Methods Section). Data for either set of con-
straints are indicated in the figure legend as “Rigid” (backbone bond
angle constraints) and “Flex.” (no bond angle constraints). Panel B plots
the mean number of distinct segments with at least two consecutive
residues in helical conformation, ÆNsæ. DSSP data not including the
corrections are shown in addition to the rest. Panel C shows the average
number of single residues in helical conformation surrounded by
residues in nonhelical conformation, ÆN1æ. By construction, only data
based on torsional statistics are available. In all plots, darker colors
correspond to the replica exchange molecular dynamics (REMD) run
across a lower set of temperatures and lighter colors to the higher
temperature run. Lines are drawn as a guide to the eye only.
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the average number of segments with at least two consecutive
residues in helical conformation increases continuously with
decreasing temperature. This suggests that the high flexibility
of the chain favors conformations containing two ormore shorter
helices. Conversely, the introduction of angle constraints in the
polypeptide backbone appears to stabilize conformations with
just a single helix over a wider range of temperatures leading to an
actual decrease in the number of helical segments when reducing
the temperature from 300 to 250 K. The uncorrected DSSP-
derived segment statistics are not applicable to LR theory since
conformations with exactly two or exactly three residues in
helical conformation are missed due to the lack of the two hydro-
gen bonds required according to DSSP (see Methods Section).
They can, however, be used to quantify the actual number of
well-defined helical segments. This confirms that the qualitative
dissimilarity between the two ensembles is robust. If we add the
counts from torsional statistics for those two- and three-residue
segments to the DSSP counts (“DSSP corr.” in the legend), the
data for the case of flexible backbone angles are mutually con-
sistent, i.e., the omissions of shorter segments implied by theDSSP
algorithm are able to approximately explain the discrepancy in the
data. This is not true for the case of rigidified backbone angles.
Here, the discrepancy seems to stem mostly from a single, long
helix being mistakenly broken into two or more pieces by the
inaccuracy of the inference of hydrogen bonds based on torsional
segment statistics. Later, we will therefore use both data sets.
Lastly, Figure 1C shows the number of single residues that are

in helical conformation with both neighbors not being in helical
conformation (“one-residue segments”). This is a complemen-
tary readout to the data in panel B and can, just like the other two,
be directly estimated using the LR formalism:

ÆN1æ ¼ ∂ln Z
∂ln v32

ð5Þ

Note that v32 is the (only) element of the matrix correspond-
ing to three-residue sequences “chc” (coil, helix, coil), i.e., an
isolated, helical residue. We will use this readout, which we are
unaware of having been employed in the recent literature, and its
characteristic temperature dependence below as a weakly de-
pendent test for fits obtained using eqs 4.
In summary, the data in Figure 1 show that bond angle

constraints have a profound impact on the nature of helix-rich
ensembles even though the melting transition itself may be
robust. It is worth pointing out, however, that the differences
observed here are still smaller than those seen when comparing
different force fields to one another3,5,48 or when comparing
explicit to implicit solvent data.33 It may be argued that increased
local flexibility leads to access to larger parts of the Ramachandran
map. Inspection of the corresponding data for alanine dipeptide
(not shown) supports this statement and allows the tentative
hypothesis that increased likelihood of helix nucleation leads to
the shift in the melting transition upon rigidification of backbone
bond angles. Importantly, the increased flexibility could also
influence segment statistics in an artificial manner given the use
of the same definition of the α-basin in either case. This is where
the complementary DSSP analysis is important that shows
consistent differences between flexible and rigid cases but should
not be affected in a similarly straightforwardmanner by increased
local flexibility. In fact, sensitivity analyses (not shown) empha-
size the robustness of DSSP estimates with respect to changes in
cutoff criteria.

As a corollary, we do not believe that it is possible to tune the
cutoff parameters for the two analyses types tomake the resultant
estimates of helicity mutually consistent. In fact, qualitative
differences should persist on account of the fundamentally
different information utilized and DSSP’s built-in fault tolerance.
In this context, it should be stressed that the definition of the
statistical weight w in LR theory does not require a specific
interpretation in terms of dihedral angles that matches the one
implied in the definition of v.
Single Helix or Collapsed Bundles?What is the nature of the

qualitative differences observed between the two helix-rich en-
sembles? The data in Figure 1 suggest that with increased back-
bone flexibility, the peptide is more likely to form collapsed
bundles of multiple helical segments, whereas the single helix
is the dominant state with rigidified backbone angles. Figure 2
shows distributions of the radii of gyration for either case at a few

Figure 2. Histograms of radii of gyration (Rg) of the FS-peptide at
different temperatures. Panel A shows the data for the case without any
bond angle constraints, and panel B for the case with backbone bond
angle constraints. The bin size for the construction of the histograms was
0.05 Å. All data drawn with solid lines are extracted from the low-
temperature REMD run. To illustrate the statistical reliability of the data,
we plot as dashed lines the two temperatures closest to 288 K found in
the high-temperature REMD schedule (284 and 292 K). Clearly, the
differences between substantially different temperatures vastly exceed
the level of statistical noise in the data. To illustrate some of the
dominant peaks, cartoon representations of individual structures along
with their parent temperature and actual radius of gyration are given.
These graphics were generated using VMD.63
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different temperatures. In the coil regime (360 K), comparison of
panels A and B, shows that the two distributions are broad and
very similar indicating that extended and disordered structures
are populated in either case. In the helical regime (e288 K),
however, substantial differences are found. The distributions are
generally multimodal with the peak at about 9.8 Å corresponding
to the single, extended α-helix and the sharp peak at∼7.2 Å cor-
responding to the symmetric two-helix bundle (“helix�turn�helix”).
These states and their sizes are perfectly consistent with the work
of Zhang et al.,28 who report 10.2 Å for the straight helix and 7.2 Å
for a helix�turn�helix conformer (symmetric bundle) based
on implicit solvent molecular dynamics simulations using an
AMBER force field.
In the presence of just bond length constraints (panel A), the

straight helix is never populated in dominant fashion, and
bundles are more prominent. Its population appears to increase
with temperature before melting occurs (above 300 K) presum-
ably on account of the lessened drive to collapse. Conversely,
with a rigidified backbone, the dominant helical state is the single
helix. Here, the probability of observing partially collapsed states
with radii of gyration of 7�8 Å seems to increase with increas-
ing temperature when compared to the data at 250 K. If the
temperature is dropped even further, a secondary transition sets
in, in which the single helix collapses to form the two-helix
bundle. This transition is also apparent in panels A and B of
Figure 1. Complex coupling of coil-to-globule and helix�coil
transitions has been observed for simplified models.49�51 One
may ask whether the artificially low temperatures coupled with
explicit representation of counterions influence these results, but
an analysis of both ion�ion and peptide�ion pair correlation
functions indicates that ions remain largely inert with very little
direct binding at all temperatures (see Figure S2, Supporting
Information).
LR Fitting.Next, we show that it is possible to fit a LRmodel to

the data for just ÆNsæ and ÆNhæ by using eq 4 if no limits are placed
on the values v and w can assume. In Figure 3A and B, we show
most of the same data as in Figure 1 as solid lines along with the
fitted values (symbols). There are two fits, one to the data
obtained from torsional inferences and the other to the data
obtained from DSSP inference. Obviously the quality of the fit is
arbitrarily good in either case suggesting that the two LR
parameters are sufficiently independent. However, panel C
shows that the resultant values for the LR parameters are
inconsistent with the observed propensity to form isolated
residues in helical conformation (see eq 5). ÆN1æ appears to be
consistently overestimated when using the fitted values for v and
w, more so for the torsional case than for the DSSP estimates.
This indicates that the obtained nucleation parameters are generally
too large.
In panels A and B of Figure 4, we plot the actual values for

v and w resulting from the aforementioned fitting, respectively.
We find the conjecture that large nucleation parameters cause an
overestimation of ÆN1æ to be qualitatively confirmed. The nuclea-
tion parameter traces the temperature dependence of the pro-
pagation parameter irrespective of the constraint set employed or
the data set fit to. At low temperatures, it assumes values that are
indeed nonsensically large if one considers that the nucleation
parameter should be related to the likelihood of visiting the
α-region of ϕ/ψ-space in the absence of any hydrogen bonds.
Conversely, in the coil region, the assumed values appear reason-
able and close to the estimation of Thompson et al.19 of∼0.127
(page 9208, σZB ∼ 0.01, and σZB = v2/(v + 1)4). Interestingly,

Figure 3. Quality of fits of LR theory to helical content data as a
function of temperature for the FS-peptide using two different sets of
holonomic constraints. The LR parameters obtained by these fits are
plotted in Figure 4. To illustrate goodness of fits, solid lines are identical
to those in Figure 1 and show the data measured directly from the
simulations. Conversely, best-fitted values resulting from imposing the
LRmodel are shown as symbols only (fits performed using eqs 4). Panel
B uses the same legend as panel A.
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given a set of constraints, the nucleation parameter seems to be
mostly independent of the data set used (“DSSP corr.” vs “ϕ/ψ”)
all the way down to temperatures of ∼265 K, even though
divergence of the fitted quantities occurs already at much higher
temperatures in Figure 3A and B. Conversely, in Figure 4B, it is
worth noting that the values of w and its dependency on
temperature do appear to depend significantly on the data set
used for fitting, suggesting that any enthalpy estimates using ln w
will lack robustness (see below).
One may ask whether it is possible to fit to all three quantities

(ÆNhæ, ÆNsæ, and ÆN1æ) with only one or two free variables. Figure S3,
Supporting Information, shows that, when assuming a con-
stant value for the nucleation parameter of 0.127, the quality of
the fit drastically deteriorates. Essentially, it is impossible to
predict correctly the values for ÆNsæ if only w is allowed to vary.3

Even though the agreement for ÆN1æ may be improved due to
inclusion in the fitting procedure, it is overall very clear that
LR predictions are unable to explain the data. As suggested by
Figure 2, the largest discrepancy arises on account of the inability
to represent the stabilization of helical bundles (ÆNsæ significantly
larger than unity). An unconstrained fit in v/w-space masks this
inapplicability by producing large values for v. This is almost
certainly the reason why in silico data that match melting tem-
perature and overall helicity well universally exhibit large values
for v when analyzed with LR theory.5,33,34 This inapplicability is
masked of course if only data are analyzed that correspond to the
transition and coil regimes but not to temperatures significantly

below the observedmelting temperature, or if the force field does
in fact produce strictly LR-like results.3,48

Figure S4, Supporting Information, shows that the overall fit,
as seen in Figure 3, can be improved when including ÆN1æ as a
fitted quantity. However, this may lead to a deterioration of
fitting quality specifically for ÆNhæ. Interestingly, both types of fits
for either system now tend to agree more with the DSSP-derived
hydrogen-bond counts. This is despite the fact that the values for
ÆN1æ are derived exclusively from torsional occupancies and
indicates that the DSSP-derived statistics, which include tor-
sional data for short segments (see Methods Section), may
intrinsically be more consistent on account of the fact that they
are much less prone to assign false breaks within long helices. In
fact, overall fit quality is fairly good for the two DSSP-based fits.
However, the values for the nucleation parameters remain large
and exhibit even stronger dependencies on temperature. There
are two ways to compensate the overestimation of single residues
in α-conformation seen in Figure 3: making helices very stable
(w large) or making the nucleation parameter so large that it is
more likely to see two or more consecutive residues in helical
conformation rather than one purely on account of v. Both paths
are explored in Figure S4, Supporting Information; the former
for DSSP and the latter for torsional statistics. This is an exacer-
bated demonstration of blind fitting yielding parameters that are
impossible to interpret physically.
van’t Hoff Analysis. The enthalpy change associated with the

formation of a single hydrogen bond,ΔHhb, is one of the param-
eters used most often to characterize the helix�coil transition
experimentally. It is accessible from calorimetric experiments,
and most recent estimates for alanine and alanine-like residues
report a value of �0.9 kcal/mol52 with earlier values being
slightly larger (�1.3 kcal/mol).53 For experiments that directly
measure helix content (e.g., CD), it is common to extract ΔHhb

from a van’t Hoff plot by assuming the following temperature
dependence for ln w:8,10,11,48,54

�β 3ΔGhb ¼ � β 3ΔHhb þ ΔShb=R ¼ ln k ≈ ln w ð6Þ
Here, the subscript “hb” indicates that the process is inter-

preted to correspond to the addition of a single, α-helical
hydrogen bond. We next critique the interpretation of ln w in
eq 6 to arrive at a conclusion relevant to all LR-based analyses of
helix�coil transition data.
If we consider a Schellman model55 by assuming that only a

single continuous helix is formed at any time and that no other
residues, on average, reside in the helical basin at all, then the
two-state equilibrium constant for the equilibrium between all-
coil and all-helix states can be constructed as a product of
stepwise constants:

Kcum
ch ¼

QNr � 1

i¼ 0
ki ¼ Nrv 3

Nr � 1
Nr

v 3
Nr � 2
Nr � 1

w 3 ...¼ v2wNr � 2

with ki ¼ Nr � i
Nr � i þ 1 3

w and Ki ¼ ðNr � iÞ 3 v2wi � 1 for i > 2

ð7Þ
The statistical weight of a given sequence of Nr residues

flanked by peptide bonds is the product of its residue weights,
where the weight factor of a residue in the coil state, u, is set to 1
(normalization). Hence, a sequence “hhhcc” has total weight v2w
and sequence “hhhhc” has weight v2w2. The combinatorial
factors are simply related to the number of unique sequences
that can accommodate a helical stretch of a given length. General

Figure 4. LR nucleation (A) and propagation (B) parameters as a
function of temperature. Two types of fits are shown that use either
DSSP-derived or torsional values for ÆNhæ and ÆNsæ. The values shown
give rise to the predictions shown as symbols in Figure 3 by using eq 4.
The set of constraints enforced and the data set used are indicated in the
legend similar to Figure 1. Note that low-temperature data for DSSP-
based fits are cut off to allow visualization of all data in the same plot.
They both continue to increase monotonously when further reducing
the temperature.
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forms for stepwise (ki) and cumulative (Ki) equilibrium con-
stants are provided in eq 7, the latter being referenced to the all-
coil state. Clearly, the stepwise constants suggest the approxima-
tion in eq 6 to be applicable when considering an isolated growth
step as long as the helix is nucleated and not yet close to its
maximum length. The expected slope in a double logarithmic
plot of Kch

cum and w would indeed be Nr � 2 supporting the
view that values obtained via eq 6 correspond to numbers per
hydrogen bond. However, this equilibrium between the all-coil
and all-helical states is monitored neither experimentally nor
computationally; in both cases, ensemble averages are used to
determine w. For ÆNhæ, the simple model above yields

ÆNhæ ¼ ∑
Nr � 1

j¼ 2

Kj 3 ðj� 1Þ
Q

with Kn ¼ Yn
i¼ 0

ki and

Q ¼ 1 þ ∑
Nr � 1

i¼ 0
Ki ð8Þ

We can thus construct a generalized equilibrium constant,Θm,
for the helix�coil transition as fh/(1� fh), where fh = ÆNhæ/(Nr� 2),
i.e., the fractional helicity, and compare it in terms of its depen-
dency on w to data extracted from exact application of LR theory
(see eq 4). This is shown in Figure 5 for two cases: the first corre-
sponds to a scenario where the single-sequence model above
should be reasonably applicable (small v, larger Nr). Indeed,
predictions from exact LR theory and from the simplified model
agree very well. However, the relationship between the loga-
rithms of Θm and w is complex. If we fit a line to the region of
maximal variation (corresponding to states ranging from low
to intermediate helicity), the resultant slope is only ∼32, i.e.,

slightly more than half of the possible hydrogen bonds. It is
therefore inaccurate to assume that application of eq 6 will yield
values that can be interpreted as values per residue or per hyd-
rogen bond (this would require a slope proportional toNr). With
parameters mimicking the system under study here, we find that
the simple model becomes less applicable and that the slope for
the full LR model is less than that found in the simplified model.
Further numerical tests (see Figure S5, Supporting Information)
clearly demonstrate that the maximum encountered slope
has a nontrivial dependency on both Nr and v, that it is always
larger in the simplified model, and that it will often lie close to to
(Nr � 2)/2. This is an important point, as it means that results
from fitting ln w in a van’t Hoff-type plot should not be inter-
preted to be contributions per hydrogen bond.
For simulation data, we therefore advocate to construct van’t

Hoff plots directly from measured equilibrium constants as
described above, where the problem of identifying baselines is
negligible. In vitro, van’t Hoff fits of ln w usually require the
definition of baselines implicitly that can often be determined
with better accuracy using cosolute titrations. In Figure 6, van’t
Hoff plots of the values ofΘm constructed from the data for ÆNhæ
in Figure 1A are shown over temperature regimes where linearity

Figure 5. Comparison of the simplified single-sequence model (eq 7)
to the exact LR formalism for two model systems. We show plots of
Θm (see text) as a function of w when estimated using either the exact
formula (eq 4) or the simplified version (eq 8). Agreement between the
two depends on system parameters. Dashed lines indicate linear fits to
the regions of maximal slope observed for the simplified model. The
derivative can also be obtained analytically (see Supporting In-
formation). Numerical tests show that the maximal slope does not
approach Nr � 2 even when v is reduced by another 2 orders of
magnitude for the case with Nr = 63.

Figure 6. Van’t Hoff determination of thermodynamic parameters of
the helix�coil transition. Data are based on those in Figure 1A (see text).
Linearity holds throughout the transition where both helix- and coil-rich
states are populated to significant extent. With no angle constraints, the
fitting region spanned from∼280�360 K, and with angle constraints we
used∼310�375 K. These segments do in fact encompass the tempera-
ture regions exhibiting the largest change in Figure 1A. In the low-
temperature region, secondary processes may prevent the van’t Hoff
assumption of temperature-independent enthalpy from being valid. The
legend indicates the value assumed as the upper baseline for constructing
fh from ÆNhæ (see text). The obtained values are ΔS = �[34�35]
cal 3mol�1

3K
�1 andΔH =�[9.6�9.8] kcal 3mol�1 for the case without

bond angle constraints and ΔS = �[44�45] cal 3mol�1
3K

�1 and
ΔH = �[13.8�14.5] kcal 3mol�1 in the presence of angle constraints.
The fits are nomore dependent on the data set used than they are on the
intrinsic accuracy of the data, which can be estimated by the differences
obtained by independently fitting the low- and high-temperature REMD
runs in each case. Lastly, values are not particularly sensitive to the
definitions of upper baselines and temperature intervals. For example,
the total variation is below 20% when including one additional tem-
perature at each end or when changing the upper baseline from 14 to 19
for the case of flexible backbone and torsional data.
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holds. The lower baseline was always ÆNhæ = 0, while the upper
baselines we used are indicated in the legend. By this methodol-
ogy, we obtain thermodynamic parameters for the entire process
that are independent of whether DSSP or torsional statistics are
used. The actual values agree well with literature estimates of
ΔS = �36 cal 3mol

�1
3K

�1 and ΔH = �12 kcal 3mol�1 47 and
ΔS =�51 cal 3mol

�1
3K

�1 andΔH =�14.8 kcal 3mol�1 that are
obtained in similar fashion directly from spectroscopic data.56

The agreement is congruent with the fact that the estimated
melting temperatures from experiment (290�306 K) overlap
with the interval defined by the apparent melting temperatures
of the two simulated ensembles (see Figure 1A). The total
enthalpy gives rise to estimated values for ΔHhb of �0.5
and�0.75 kcal 3mol

�1 for flexible and rigidified backbones, respec-
tively. These values are mutually consistent with the calorimetric
estimate of�0.9 kcal 3mol�1 that by definition has to be larger in
magnitude given that it will include contributions from factors
not related to hydrogen bonding (most prominently overall
peptide swelling). They are also consistent with the values
obtained for fits to ln w, which yield values between �1.0
and�1.3 kcal/mol experimentally,11,18 if we consider thatΔHhb in
such a case should really correspond to the enthalpy associated
with the formation of more than one hydrogen bond (see above).
Of course, the agreement between the particular computational
model in use and experimental data at the level of thermody-
namics may be fortuitous. It is noteworthy that the force field in
use here implies discarding most of the dihedral angle potential
parameters34 that continue to be optimized elsewhere.3,5,57,58

Crucially, however, neither LR fits nor van’t Hoff plots resolve
potential discrepancies in mechanisms or dynamics of the helix�
coil transition that could, for example, arise on account of the
continuum solvation model lacking an appropriate description of
water�peptide interfaces regarding wetting behavior, reorienta-
tion dynamics, etc.59 It would therefore be ill-advised to arrive at
conclusions on relative virtues of different computational models
purely based on analyses like the ones presented here.
Modeling of Equilibrium between Single Helix and Multi-

helix Bundles. Lastly, is there a simple way to improve the
original LR model, which specifically addresses issues identified
here? For conceptual illustration, we test here a nongeneralizable
modification to the fitting procedure that leaves the LR frame-
work intact at the expense of an additional parameter. We focus
on the statistics derived from torsional segments only since DSSP
statistics need to be augmented by data on short segments
derived from ϕ/ψ-values.
Following some of the ideas in the work of Ghosh and Dill,60

we consider the system to be in equilibrium between a three-helix
“bundle” and a single helix. Then, wemay approximately treat the
three-helix bundle as three independent sequences of one-third
the length of the original peptide:

ÆNhæ ¼ 3f3 3
∂ln ZNr¼ 7

∂ln w
þ ð1� f3Þ 3

∂ln ZNr ¼ 21

∂ln w
ð9Þ

The averages ÆN1æ and ÆNsæ are computed analogously (see
eqs 4). The new parameter f3 is simply the fractional occupancy
of the three-helix bundle and setting it to zero recovers the
original fitting functions as used in Figures 3 and 4. How are
nonzero values of f3 interpretable? Essentially, we stipulate that
there are reasons external to LR theory that “stabilize” helix
interruptions. In a thermodynamic sense, these can be tertiary
interactions stabilizing compact bundles. However, in a statistical
sense, they can also be errors in the counting of helical segments

and their lengths. Evidence for both was presented above. Using
eq 9 and treating f3 as a free parameter, we obtain the fits and data
in Figures S6, Supporting Information, and 7, respectively.
The first thing to note in Figure S6, Supporting Information, is

that the overall fit quality is significantly improved over that
shown in Figures S4, Supporting Information, which is of course
expected due to the inclusion of an additional parameter. None-
theless, f3 is not able to explain all of the data consistently, as
minor deviations are observed in the fitted values for ÆNhæ for the
case with flexible bond angles. In Figure 7A, we show the
obtained values for v and f3. Consistent with physical intuition,
the nucleation parameter now assumes values in the interval from
0.1 to 0.25 and, for both systems, exhibits a very weak tempera-
ture dependence. This is despite the fact that no constraints were
placed on the values v can assume during the fitting. We show
that these values are reasonable for the computational model in
use by explicitly computing the ratio of weights of the helical vs
coil regions for alanine dipeptide as a function of temperature.
As can be gleaned from Figure 7A, the agreement is profound.
Both the sign of the temperature derivative and the differ-
ences between flexible and rigidified backbones are mirrored
in the dipeptide data. We can also infer that differences in local
backbone conformational properties may in fact be able to

Figure 7. Fitted values v, w, and f3 as a function of temperature when
employing eq 9. Only fits to the data based on torsional inference are
considered. Panel A shows the values for the nucleation parameter and f3
in the same plot. Only those values for f3 are shown that proved
reproducible through multiple independent Monte Carlo fits (see main
text and Methods Section). Along with the fitted values for v, we show
the ratio of probabilities of occupying the helix and coil regions
determined from simulations of alanine dipeptide, i.e., ph/pc(T). The
definition of the helical region was identical to the one used through-
out to analyze data for the FS-peptide. Panel B shows the values for w.
As in other figures, darker colors correspond to the low-temperature
REMD run.
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explain the observed shift in the melting transition as was
hypothesized above.
The values for f3 are not particularly informative in the coil

region since large differences have little impact on fit quality if
long helical segments are generally unlikely to form. This means
that the fits become ill-defined (not substantially dependent on
f3), and we omit those data points in Figure 7A. The model
apparently suggests that the data are well-described by the three-
helix bundle, in particular for the case of flexible bond angles.
This is qualitatively consistent with Figure 2, in which the height
of the peak at ∼10 Å (single helix) strongly depends on the
constraint set in use. The temperature dependence at low tem-
peratures is consistent with Figure 2 as well in that bundled
conformations are least likely at an intermediate temperature
within the strongly helical region. In that sense, f3 is physically
interpretable. However, we wish to remind the reader that these
fits are to quantities inferred from torsional statistics that are
inherently prone to produce false negatives (see Methods
Section and above). This may help to explain why in general
the values for f3 are large. Fitting this parameter may therefore
simply represent a way to silently correct such faulty assignments.
Unfortunately, the two effects are not easily deconvoluted. Along
those lines, it may be interesting to ask whether a generalization
of the model in eq 9 to arbitrary subsegment length distributions
could produce even better results. The problem here is the
limited data available for fitting a larger number of parameters.
Figure S7, Supporting Information, shows a variant of eq 9, that
can be fit unambiguously, producing inferior results. Lastly, it
may be tempting to try to transform the data in Figure 2 into a
direct and independent estimate for f3 or related parameters, but
such an effort would require the definition of a fair number of ad
hoc structural criteria for clustering data.

’CONCLUSIONS

This contribution makes a number of points that can be
grouped into two categories. The first four all deal with the
application of LR models to molecular simulation data and also
with comparisons between in silico and in vitro results. Conclu-
sions are as follows:
(1) Estimates of the LR nucleation and propagation param-

eters are not directly comparable to those extracted from
experimental data if the processes for obtaining those are
different (Figures 3 and 4 and S3 and S4, Supporting
Information). For example, it is invalid to perform an
unconstrained fit to ÆNhæ and ÆNsæ, as in Figures 3 and 4
for a single chain length, and compare it to estimates such
as those by Rohl and Baldwin18 or Thompson et al.19 that
use a fundamentally different construct of assumptions.
Moreover, values for v andw that agree with experiment at
a specific temperature may mask inaccuracies, and we
recommend reporting melting temperatures and van’t
Hoff enthalpies instead (Figures 1 and 6).

(2) Two checks are recommended: (i) mutual consistency of
eligible helix�coil descriptors (ÆNhæ and ÆNsæ) between
torsional and DSSP inference and (ii) use of ÆN1æ as either
a weakly dependent test or an additional quantity to fit to
(Figures 3 and S3, S4, and S6, Supporting Information). The
robustness of estimation in particular of ÆNsæwill depend on
the nature of the force field, and smaller deviations than
those reported here may be found if the polypeptide back-
bone exhibits a larger amount of preorganization.34

(3) We show that it is misleading to interpret data from van’t
Hoff fits of ln w as quantities per residue or per hydrogen
bond (Figures 5 and S5, Supporting Information). Of
course, for similar procedures and identical systems,
values obtained in such a way are still comparable to
one another, but their physical meaning is not immedi-
ately obvious to us. In contrast, direct van’t Hoff analyses
of a generalized equilibrium constant, such as Θm, yield
robust results that in this case also agree well with both IR
and calorimetric estimates (Figure 6).25,47,52,56

(4) Lastly, we demonstrate that simple models can be found
that preserve physical interpretability of fitted helix�coil
parameters (Figure 7). It would be desirable to have a
generalized framework for analyzing in silico data that
satisfies the criteria spelled out above. One approach
could be the ascending levels model of Lucas et al.54

The problem thus far is that it is not routinely feasible
to simulate reversible helix formation for many different
peptides of differing lengths under a wide variety of con-
ditions. Consequently, inconsistencies in the analysis are
easily masked, and conclusions may be misleading.

The fifth and last point is more technical in nature:
(5) Bond angle constraints alter the free energy landscape

substantially and give rise to quantitatively and qualita-
tively different ensembles (Figures 1 and 2). As noted,35

force field reparametrization will often be required to add
(or release) such constraints. Therefore, they should not
be viewed as independent entities controlling computa-
tional efficiency only.61 In contrast to backbone bond
angle constraints, we did not observe strong changes of
the kind seen in Figures 1 and 2 upon introduction of just
bond length constraints (data not shown).

In summary, we suggest guidelines and checks for applying LR
or similar theories to data obtained from atomistic simulations of
helix-forming polypeptides. Ultimately, LR models may well be
inapplicable to such data, and there is a clear need for a unified
framework.60,62 We also believe that this work helps to reconcile
some of the discrepancies in interpreting helix�coil transition
data using the LR or similar formalisms, for example, when
comparing in vitro to in silico data and also when comparing
different sets of in vitro data to each other.
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In a recent paper,1 we lined out a novel ab initio molecular
dynamics (MD) method termed SHARC, which is able to treat
arbitrary couplings in molecular systems including all degrees of
freedom. The basis is Tully’s surface hopping scheme,2 as it is for
several other methods, see e.g. refs 3�8. Laser-induced couplings
were treated in the surface hopping formalism for the first time
by Thachuk et al.3 and later on by Jones et al.5 as well asMitri�c et al.6

However, to our knowledge, we have treated spin�orbit cou-
pling and dipole couplings simultaneously for the first time in
MD. In a first test case, we validated the ability of our new
method to describe laser coupling only. To this aim, we used two
displaced harmonic oscillators. The same model was employed
before by Mitri�c and co-workers using the so-called FISH
method in ref 36 of our paper (here ref 6); the latter methodology
is shown to be a very good approximation to interpret some laser
control experiments.9�12 Unfortunately, we did not point out
clearly in ref 1 that the parameters of the test system were taken
from the aforementioned source, which we hereby do. In ref 1, we
repeated the simulations on the model system and obtained the
same results as Mitri�c and co-workers, in agreement with exact
quantum dynamics. This means that the FISH and SHARC
methods yield identical results for this case. Yet, there may be
significant differences in the performance of the SHARC method
compared to the FISH method for certain problems. Both
methods, although technically different, serve to pursue the same
goal, namely, to unravel unknown photochemical processes and
mechanisms in large molecules including all degrees of freedom.
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